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An Empirical Study of Web Flaky Tests: Understanding and Unveiling DOM Event
Interaction Challenges

- The 18th IEEE International Conference on Software Testing, Verification and Validation
(ICST 2025)

- Yu Pei(University of Luxembourg), &7 (4 =LCl), Mike Papadakis(Unibersity of
Luxembourg)
- Session A1.SW HAE

Automated Attack Synthesis for Constant Product Market Makers

- The 34th ACM SIGSOFT International Symposium on Software Testing and Analysis (ISSTA
2025)
- ot HTAM, O], &2l (KAIST)

- Session B1.SW QX 1} Hot

Automated code-based test case reuse for software product line testing
- ICST 2024 Journal First
- ZE=, 0]dOoL, ojH (B Y=EM)

- Session A1.SW EHAEl

Beyond pip install: Evaluating LLM agents for the automated installation of Python
projects

- The 32nd IEEE International Conference on Software Analysis, Evolution and Reengineering
(SANER 2025)

- Louis Milliken, Z'd2l, F4I(KAIST)
A

- SessionC3.SEZ I3t Alll

Can We Trust the Actionable Guidance from Explainable Al Techniques in Defect
Prediction?

- The 32nd IEEE International Conference on Software Analysis, Evolution and Reengineering
(SANER 2025)

- O|7|&H ZFShM|, Scott Uk-Jin Lee(THLH)
- Session A3.SW ZAg |

Collaboration failure analysis in cyber-physical system-of-systems using context fuzzy
clustering

- Empirical Software Engineering (EMSE 2025)
- s&2l(University of Adelaide), X|2Z, HiF2HKAIST)
- SessionD2.SW C|HZ
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Forcrat: Automatic 1/0 API Translation from C to Rust via Origin and Capability
Analysis

- The 40th IEEE/ACM International Conference on Automated Software Engineering (ASE
2025)

- BT, FMHA(KAIST)

- SessionD3. T2 2A gl ooz

Fork State-Aware Differential Fuzzing for Blockchain Consensus Implementations

- |EEE/ACM 47th International Conference on Software Engineering (ICSE 2025)

- 3|, G2 H(KAIST), Muoi Tran(ETH Zurich), Amin Jalilov(KAIST), Zhenkai Liang(National
University of Singapore), Xt&f Z(KAIST), & 214 (National University of Singapore)

- SessionA2. {3 Yl 7|z HH

How Effective are Large Language Models in Generating Software Specifications?

- The 32nd IEEE International Conference on Software Analysis, Evolution and Reengineering
(SANER 2025)

- F3<%, 20”4 (UNIST), Danning Xie, Nan Jiang, Lin Tan, Xiangyu Zhang(Purdue University)
- SessionD1.SW HAE I

Lightweight Concolic Testing via Path-Condition Synthesis for Deep Learning Libraries
- |[EEE/ACM 47th International Conference on Software Engineering (ICSE 2025)
- dME, 48¢, Hhrd, MRXM, o[F&, dOIF(UNIST)

- SessionA2. {3 Yl 7|z HH

LOSVER: Line-Level Modifiability Signal-Guided Vulnerability Detection and
Classification

- The 40th IEEE/ACM International Conference on Automated Software Engineering (ASE
2025)

- =5 HWEZ(KAIST)
- Session B2.SW H0F |

TopSeed: Learning Seed Selection Strategies for Symbolic Execution from Scratch

- |[EEE/ACM 47th International Conference on Software Engineering (ICSE 2025)
- O|Xe, Xt=H(d2HCH)

- SessionD1.SW HAE! ||
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£3 SOLUTIONLINK

Safety Engineering & Software Engineering Expert
Established in year 2000

System / Software Engineering Safety / Resilience Engineering

* Requirements engineering o Safety of The Intended Function

o System / Software design method * Functional safety
(ISO/IEC 61508, 26262, 62304,

 Verification and validation 62279, DO-178C):
H&R, Safety concept, Safety analysis,
Safety V&YV, Safety audit/assessment

» Integrated approach s Cyber Security

* Management & supporting processes
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I Major Clients
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Incheon Airport
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| ContactUs www.sol-link.com
042-861-4202 | 02-576-2202
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Cumulative Loss based Evaluation Metric
for Machinery Health Test: Definition and Verification

Minseo Choi©', Jinse Kim', Jung-Won Lee' 2

'Department of Al Convergence Network, Ajou University
’Department of Electrical and Computer Engineering, Ajou University

2 o
ADIEBER|S] A QA0 AYE I KIIX 25 DHS OGS JMEH/QN A2 ZYS 4
QICH Ol WXGHI| 9I8t JIZEQ ANM HAE JIHS It AIE COIEME =G0 AN Mot
Zege BYGIN Rt OIOIE L S XQl ORI FUGICH [D2tM, 2 =22 &g J|J|19 2
M EHIAEES QIoh SE&A(E It HEAS HOYstD 1 SHE 2SS0 MO HE2LS WA H
O FJlo] BE &4 S SR HRSI01 BHC I AR 0/RS PIYstD, HEX 0|AXI ¥
S 231510 =S FEATO HFL HAEES IISOHH B0 RY 2Hlo HH SUHYS fs 2F
CIOIEIA Digtol 243 2}, JIZE &4 HE Ol F0 79.91%0 SAE AMY HAE Hacs ¢
HEOZM MO HE2AC SEHS USOIUCH Eo, HE 22 JlE A 27 2D, JIE HE G
H A Mo FHAES YHGIH AL 4 USS HAUBOERN 1 ASHS ASOIAC
.Ah & MEE JIJ UWRU= DELE HY s e
g 2R, 29 He, | &Hi2 22 &4E8 Crst MMl 88 dIAM, JtE=% MA)IF SO
J12l(Industrial  Machinery)= HMZg, H&d S92 UCH, 0lHe HMAHAZREH F&&E= dA OOIH=
Ctst &t 20 A SEO0IL 28t 22 S3 =& AZON CHet 21012 &t HE2E UWISHCE Ol
s s™oEE A= JIAH K= EXE el st J1012 A8d HIAE 4= HEE WR
S|0IStCH[1]. Ol ALNEHEZIY Z=  =x2H0 HdA OOIHE JIBtez £3c 1 QCHS], [6]. HAEH
AAsstE S8 d= F4ot) fst @y A= HAEE <8t =D H72= =2 F&/MHoH/0E &dH=Z
HAHAXIO Crst &H Z20F0M  =S0tEst R4AZ diOI2g & MdA HOIHE 26t ol 27 JI&ES
BRI CH2]. &EE DJDle 0= &Y 80| =gotd Ol Jlgtez HEHsS  HIotALL
Jtsotl Bt= HHs Asg = A0 BE &Fe RTF(Run-To-Failure) OIOIEHE Sdi & AHE=S
Mot 2SS A SHAZIHN OI0 Met 2=01 st A& Zolst oY YHEES JIELEZ HIt AEY
=R2Jb XNBHLZ SItotd  UCH  dHU, dEE AUECl AMA Mot HEEE F&Hole=E Hae=z
JIJI0AM CIDIXI 28 NEO| ZME Jd ESF, 8% B ACH 7], [8]. 0l 22 A= AE HoE
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Hms 2+ U2l HAHY/HoY 2BAES
HIXE st 229 94 HOoIHE 832 + UCH
(2) =4 =X ol
S UM SH= H UM SAHOA HatEl EOt
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MK =z F It I8 =8 2 0I&tlt.
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SEEA s F 4O FI o= B2 3ot=
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2otet il SAIN EJIZe B A8 =&FS
Hotg = U2H, I WEE2 =4 42 20|
O L.
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ot Zg W3S S F=FE HEH HAE
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Ol Mot HE=Z J|tez HAESL HAEE e
48 =28 Jgt=z Ad4d Mot FH0 JisEs
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5.1 &8 &3
(1) CloleA 2

2 AMSiAE AYE D109 MEl R2LIEHEE <ol
BIZE 2ZE OIoIeA!  Condition monitoring
hydraulic systems[23]2 &&8&tCt. oilY dIOIEAI2
8 42 22 RZEE 2= 22 dHIHlAM 40K 24
2A(Cooler, Pump, Accumulator, Valve)2l AEHE
dHHO=z BADIH =& &g, R 59 dA
HOoIEHZ RAEC. 2 @AY AHEH HAEE 2ol
ot e a0t ZAFHO AH MHOE =20&=
HOIEHAES M=otlh L£8, Ces ez 24
ARAE JDI0 e HE Jisdg dSohl |/l 24
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H 4 HEY =FE HAE F=E trans.: state transition
MSE Ours Euclidean Ours
Model Component
trans.l1  trans.2  trans.3  trans.l trans.2  trans.3 | trans.l1 trans.2 trans.3  trans.] trans.2  trans.3
Cooler 100 100 - 100 100 - 100 100 - 100 100 -
MLP Pump 24.17 12.08 - 93.33 99.17 - 34.17 12.71 - 98.75 100 -
AE Accumulator 55.28 21.67 0.27 80.28 95.28 98.37 33.33 21.11 0.81 82.78 90.56 92.41
Valve 8.33 10.00 21.67 79.72 100 100 5.28 9.17 21.94 62.50 100 100
Cooler 100 100 - 100 100 - 100 100 - 100 100 -
Conv Pump 39.58 30.42 - 83.12 100 - 26.25 26.04 - 98.75 100 -
AE Accumulator 52.78 20.83 0.54 78.33 94.17 91.33 33.89 20.83 0.54 81.67 89.72 87.26
Valve 5.83 23.61 38.06 60.56 100 100 11.11 24.44 33.89 66.11 99.44 100
(2) 2 24 QAGE R &2 gz HF3E o U220, 20st
Mot Dol SE HEol)| ol 2JtAl st 24 B A= R0l 2 ¢4 &8 = UL
(MLP-AutoEncoder, Conv—-AutoEncoder)S & &ol0f AN O Z20, O 61 20| JI&= HEZ Oyl
Hl Xl &= g J|gt ANH HAE A2 Meotole SEEAZ2 228 32 AN8H Moo O
JpIFem, 28 a9 Rxes= H 2 L 31 2L =4 HE=C B Jdagds B0 Yot Algde =
24 sSE52 I Uy @4 (Target)2l HA HIOIEA AS=ES EOCISHAULE. Fol, JI&EQ Ya=2 oy It
S T0%E RH/AZ HESLD, JIRAIt L0IE2E FI|ots E=251) 20 Motol 2 diole H=s(0l:
FOIot AlOIOIEA Y sgst 22 &2 HI0IHE 24 BIHe s e A ot O™ 6-(b)e
MAESHH &0 2EZ0IUCH 0%, &50 AMEZAX = JdHZe 20| Mo MaEsE =4 JdH=ZE
®e UOHA AdolgAes HEYd HAEE <S8 gZst A8Y HAE 2 F=H0| e HHEC0 el
HAE 852 ZR5IACH Motsts BIE2 WOl IS HOIEH MEEZS &N
preisto2 M 18 62 2= DI 20l BIXC
H 2. MLP-AutoEncoder 2& #X Motoll Mer 2dst= OIolE e Ha 3y
MLP-AutoEncoder AlE0l E0I3t HEE 28 =2 J=T9
A AE QO =X ==
Layer sizes Activation A8d HAE 2 FH0| Jtsotth
(Encoder) [seq_len, 32, 16, 8] ReLU (hidden) Original MSE Our MSE
(Decoder) [8, 16, 32, seq_len] ReLU (hidden)
I 3. Conv-AutoEncoder 2 2% ’
Conv-AutoEncoder Dataset Indes (Time) - Datnset. n.de:m(nme)
Channels Kernel sizes Stride Activation (a)
(Encoder) [1, 8, 16, 32] [7’ 5’ 3] 2 RelLU Original Euclidean Distance Our Euclidean Distance
(Decoder) [32, 16, 8, 1] [3,5,7] 2 ReLU .
5.2. &8 Zt
g MEe Mo JlEel AWM SFE B UL =X
s 2E JHNM/F¥gHoz HSBotJ| 2t (b)
ABOZ, o) ; ; = &Al SAR
=8< MSE 2t Egclldean D|stanc?e al = Qe g HFA HE HAE 27 T
MSOIACH X It A™S Kot 2 HIAE () Cooore! Gom-AE. (b) A o MLPA
ZD DI PG ASAS J|POR SHBIUDM, &) Looler= LONVEAE, fb) Accumuiator=
™Met™M H)le X A AFEC] XAl 2F = Al
o o™ ojl'n_ O||_ o_EHOH/\—I n_En__ = HA_E_ oTI 5t X o A E#j} :':‘]_H)”/\—{: o 49|- 3"0' o o
5%E LHgeZ 430N =8 FHTE ME0IRULH - o een 2 = - = = =
T S e ANAE LGNS 221X a0l e H AXA
Ol0f THEH &8 2I= H 4 U 59 ZCh gAe T T e e iy
HEAS HAES UET AN [EZ dAs TIID} HalJt BEF 240 2 ZEg2 0xXl= Coolerff CHet
Il 25 100%2 ZRE HMHelotyd, LA A
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The Effect of Source Labels on User Judgment and Error
Detection Performance in Reviewing Generative Al Documents
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Graduate School of Culture Technology, Korea Advanced Institute of Science and
Technology
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4 c ol EA o] e Hikol= JE¥S mAAN, HA AT FHeE A
QolE A 2o s AAET. B AT AAY AL ALEA FerolA 143 49 7t wal AsA e A
Aeh, wed FA FAE Pol 4% BEL fRat 34 T4 AA) Ba4e wow,

Abstract

As generative Al becomes widely used, users increasingly act as evaluators responsible for
detecting errors in Al-generated text. This study examines how source labels (Al vs. human)
influence users’ error detection performance, judgment confidence, and perceived trust when
reviewing a document containing errors. A between-subjects experiment was conducted with 25
participants, who reviewed identical content with different source labels. The results showed no
significant differences between conditions in error detection performance, judgment confidence,
or perceived trust. In addition, error detection performance was not significantly correlated
with judgment confidence or perceived trust. These findings suggest that source-based judgments
may not readily translate into effective verification behavior, highlighting a potential
disconnect between subjective judgment and actual performance in generative Al use.

Al A el gAY g4l AAHA &

2] ekr] wiEelt [3114].

S
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k2 Lo rlo
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ol ¥ A5 (Generative Al)el HA3 3
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922 9w avds $EH 2
}__

Holu, 1 AxEel A3 HEds HATHL AESE BgE dojHom v fFSAL FRAOR
: a%e Adeer sk ASHRl AR ddd" FEHE de 73%7} wob AR
F4 0 B3 gAY wHoeRr A& osfshes wAR, Sl e Bl
ZlsRa][2]. ol@fd WS BAE AZE 8ARE wiE dRe] wldd AT %iol T8k
Zeb A, Avs AdwA AY, A A e Ads W2 (5] o E
el Y 5 owe AERE sk WA 2dRES AR o id ies 2HE 4
HAE ks Aol o] FeEel meh, axEe] 53 AYY dejRde]  udAQ

a8y AT E o] V&V(Verification & Validation)
THol A & u, BAYE Ale EHELS QA AEAV}
< Fdst7ld wEA HAstE FJE=
= 7x2A SHAE Ado. AA4E AV
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'3}ZF(Hallucination)' @4 AXES9o FH9
AEAE Aslsle AH A 8do=w g [6](7].
meba A3 AL 7|HE B4 8 Ao AREAITY
=99 Ay A4S wEAHo=R Hrista,
153 95 A (error detection)E F = st
deAor  a7dEn [8][9]. AXEdY  HFe
AEA BHAA, A5 AE i 2ol &A1
o]%% quﬂ—g—}:ﬂ_ o]E. XJE,LE,QE %Lx]—g}E ol 3o

T A ol = = aaE=
FPg. =, AT 52 A4S FHsA waF
Hres  avge, AT tidol Akl o
A E A=A, =& AsstE =Tl 2] &)
/%J /\6] E] AR = L= =S B =1 = T

OAV_X]&_ o] XA o 7 74%_ ;ﬂgb% 1= s
71Eol  HoA = Qb "o, Yy AAE AL
oAM= ol A HAZE AA AL

WgelA g SdsA AsseAel W owel

A 7]t

st RIZE-AL Aszg dAFdAe oldd dd
s o] 3} 5} 7] SEl L AFL 25 3}
HeF(automation bias)IF Ald]l e A (trust)
Mad= AR =9 fo10](11]112]. A-&3
Al=Eel AREE IZE FaAS FATIVIE AR,
e AFR A L{FE FHSA s 5 dSol
XY

Aok [13][14]. Y HE A Al
AAANA = 7)EY AYRto R

W7k velda o AP AIY o7 sl
gt ALs] A QlAle] SAEETHA AREAES Al o
sl oldrT ¥ oA ola Hj¥AR]l HEE Hole
s =yua do15]. AAR sdd Fre
stdete A7 AP & A4 #Ee JH9
AAE Fgreot MFHEE Fov|eA HF= A=
HausEom, ojfd g AR AA|l 319 ofF-9
F@e A vepdoi16][17]. ol AE3  #HEF
=ool A HAE] & ‘Al gt =gk AR 9
gH s FFo=z, AP Al WgoA] Alge] Ao
T duglZ 3 I(algorithm aversion)”7} &7
aEojof S AJARSIT [18]. wAlE ol gk Q14
W7l AA dd Fer oj'A AAE=A7}
oAds] WEetA foke Holth. AR AIE E
Attt RuskE A AAR 9 A L/FE

T
AsE Ae BAE Hgol opd & glom,

gz Qs 4E AAMl A% A wshl oF
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Haskleh [1105]. oldst a2 AAF Al
AAZ o Gzt ofel, xHASR 4lF
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2.3 A% ¥R R AAN-FF 719 EUXA

28 ¥ (source labeling) AREA7F Al ~HlQ]

=
EEE AMEa HESE HAFCdA AlTEE
HEAQ QIAA BHx =T F StUE =oHo] gt
ATH-Al A5 4E AFolA = AREAE A28 A
A ARl AlFE s AFHoR £ASHE
A4S AP WA (trust calibration) o2 A},
=24 AEE oYd wAS =% F U AAA
9M =2 7 [111012].0 Leest  Seeol wEw,
A7 A" AA d¥EY xS 4§ 3
o]&(over-reliance)o]  WAsta, W= AlE7F
AYAA de A5 Alz=ge F&3 7lse]l Fib
4857 g+ 2&(disuse)o] =H:HE F Aok [11].
of A Az WAL QIZF Al FHe a&AdH
FHSs A8kl g A How ool STt
T AP AT ol 4 gpEE S ol d Alg
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“‘AI7F AT = ol Fad A9, AR
AAEtE AlFE=et A R\rPE fFovE
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AR A AN TaF JAAA AR Ve
T U= AR

gy ol A Wl AAR dAS T3
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‘ewsE 37l 98 FEEd dAA =98
FATY = g4 AH Atold= AUt =T
ATt

olefgt A% ARSI B OHCI AFrelA =e]H o
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Stateful System, Stateless Techniques: Initial Assessment on Test Generation Techniques for
Property Checking of Controller Software
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Abstract

Property verification is one of the essential activities to ensure the functional correctness of a system that

typically requires formal specifications and rigorous verification methods. In search of an alternative

technique, this study evaluates state-of-the-art test input generation techniques to assess their ability to detect

functional property violations, particularly in controller systems. From a set of benchmark C programs for
controller software, we evaluated three representative test generation techniques, dynamic symbolic execution
(CREST), greybox fuzzing (AFL, AFL++), and stateful fuzzing (LTL-FUZZER), in terms of their property
violation detection ability and detection time. The results show that these test generation techniques are
promising for complementing formal methods in property checking and, at the same time, need

improvements.

Keywords: property checking, test generation, greybox fuzzing, stateful fuzzing, concolic testing

1. Introduction

A major characteristic of embedded control software,
besides hardware dependency, is statefulness, meaning
that previous interactions or data influence future ones.
For example, an automatic transmission controller decides
gear-shifting controls depending not only on the current
values of throttle position and vehicle speed, but also on
the past values. It is known to be common in practice [1]
that a functional requirement of a stateful controller
program can be defined as an input-output relation
condition, namely a functional property, asserted for a
specific control state. For example, a functional property
for an automatic transmission controller may be specified
as “given a throttle position of 50% in the ECO mode, the
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controller shifts the gears up at moderate RPMs". The
practice of testing controller software against functional
properties is called Property-based Testing (PBT), and has
been actively explored by many researchers [1,2,3,4].

Ensuring that controller software satisfies a functional
property is challenging because state variables (e.g., the
“mode" in the above example) may influence not only
control-flow but also data-flow and output of the
controller systems. Rigorous exploration of varying
control scenarios with respect to changing internal states
requires either formal verification on a formal model
[5,6,7], or a testing with varying test sequences carefully
designed by domain experts [8]. Either case is costly and
limited in scalability.


mailto:zavinhle@gmail.com
mailto:hongshin@chungbuk.ac.kr

KCSE 2026 283 H1% (2026 &=

Recent advances in test generation techniques, such as
concolic testing [9] and greybox fuzzing [10], have come
to the forefront as new alternatives to automatically
generate test inputs. By leveraging both static and
dynamic program analysis, they aim to maximize code
coverage and failure detection. From the large volume of
literature demonstrating their effectiveness and efficiency
in uncovering crashes [10,11,12], it is natural to
conjecture that these techniques would detect functional
property violations with similar efficiency and
effectiveness in finding crash bugs. However, this
conjecture needs to be formally evaluated as the
effectiveness of test generation techniques in detecting
functional property violations, especially in stateful
controller software, remains largely unexamined.

The functional properties of a controller system often
involve complex conditions over multiple variables in
different computation cycles, requiring references to the
previous state of the system. This distinct challenge of
statefulness may limit the fault detection ability of the test
generation techniques, which are otherwise highly
effective in uncovering crashes. Although several test
generation techniques [13,14,15,16,17,18] have been
specially designed to uncover crashes and security
vulnerabilities stateful network protocol
implementations [19,20,21,13], there exists very limited
research with stateful controller software as target

in

programs.

This work presents the first (to our knowledge)
empirical evaluation of test generation techniques to find
functional property violations in controller software.
Specifically, we experimented with four highly popular
test generation techniques, a concolic testing tool CREST,
coverage-based greybox fuzzers AFL and AFL++ [22],
and a stateful fuzzer LTL-Fuzzer [14]. We evaluated their
fault detection abilities using mutation testing for seven C
programs derived from a popular Simulink Stateflow
model benchmark of controller systems, with a total of
331 mutants. As functional properties for the target
programs, we derived and used a total of 72 properties
from the source code of the controller programs using an
active model learning technique (see Section 2.2), which
has been proven to be sound through formal completeness
checking [23]. For each test generation technique, we
measured mutation scores for detecting functional
property violations and compared their fault detection
performances.
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Our evaluation shows that AFL++ performs the best
with 99% of detection ratio, but LTL-FUZZER, designed
for stateful systems, exhibited more limitations. We
discuss our findings with respect to the promises and
shortcomings of test generation techniques, and suggest
potential improvements.

2. Study Design

2.1. Overview

We designed the empirical studies to answer the following
two research questions:

e RQI1. Effectiveness: To what extent does a test
generation technique generate test inputs that detect
property violations?

e RQ2. Efficiency: How much time does a test
generation technique take to generate test inputs that
detect property violations?

We studied the following four test generation techniques
covering concolic testing, coverage-based greybox fuzzers
and stateful fuzzer:

e CREST: a concolic testing technique for C programs.
We used an improved version of the original CREST
tool [24] such that it supports modeling complex C
features such as bitwise operators and floating point
arithmetic which are commonly found in embedded
controller software, and uses SMT solver Z3 [25].

e LTL-FUZZER [14]: a property-directed stateful fuzzer
for C programs. Implemented on top of a general-
purpose greybox fuzzer AFL v.2.49b, LTL-FUZZER
generates inputs by random mutation while guiding the
input generation process toward satisfying given
temporal properties on state variables. We used LTL-
Fuzzer at commit 716ac30, the latest version available
at the time of the experiments.

o AFL++ [22]: the
greybox fuzzer for C. AFL++ generates test inputs by
random mutation and leads the input generation process

coverage. AFL++

recognized for its widespread adoption and superior
performance in vulnerability detection. We used AFL++
v4.22a, the latest version available at the time of the

state-of-the-art ~ general-purpose

toward maximizing code is

experiments.
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Table 1. Programs used for comparison

Prog. | LoCs | Itr. | Spec (Milf?li/lllag)t; Avg) Mutants
PI 20| 62| 8| 3/8/550 (3115621)
) 137] 10| 9| 4/6/467 (33331)
P3 177 60| 8| 3/10/5.00 (181)1;
P4 148| 25| 10| 3/5/3.60 o 670(;
P5 23 30| 13| 3/7/3.54 (32151053
P6 27| 100 8| 3/8/463 | 274%‘;
p7 473 205| 16| 5/75/12.75 (33256()1‘;

o AFL [26]: a general-purpose greybox fuzzer used as
the ground fuzzer for LTL-FUZZER. Specifically, we
used AFL v.2.49b embedded in the LTL-FUZZER
distribution. We employ this technique for a fair
comparison of LTL-FUZZER and its baseline fuzzer that
does not use any property and state information.

To experiment with various property-violating programs,
we applied property inference and program mutation in
sequence, to seven C programs of controller software, and
obtained a total of 331 mutants each of which violates a
functional property with certain inputs.

2.2. Controller Program Under Tests

Target program selection Table 1 shows the seven
target programs, P1 to P7, with their number of lines of
code in the second column. These programs were selected
from a total of 45 C programs [23] derived from the
controller software benchmark [27], through the following
steps:

1. randomly choose one program from a set of similar
programs, i.e. variations of the same controller
system

2. exclude programs that fail to generate functional
properties using active learning

3. exclude programs that generate too simple
functional properties, e.g., those which have the
maximum length of functional properties less than

or equal to 3
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4. randomly choose a half of the remaining programs

at most one program from the same group.

For each target program, we constructed the test harnesses
for the four studied techniques in a consistent manner,
ensuring that they share the same input format.

Since a controller program is designed to repeat control
loops indefinitely, we set the number of loop iterations in
a test execution (the third column of Table 1), same as the
configurations used in the previous work [23].

Functional property specification We obtained the
functional properties of each target controller program
using the active model-learning method [23]. This method
infers behavior models of a target system from its
execution traces by program synthesis [28] and model
checking [29]. This approach guarantees to produce a
sound model, meaning that the resulting statemachine
models admit all observable behaviors of the system.
From the inferred statemachine of a target program, we
generated a functional property for each state transition
condition as an assertion statement. Each assertion
statement specifies the expected state transition behavior
as a condition on the input, output, and state variables.
The fourth and fifth columns of Table 1 show the number
of generated assertions and the minimum, maximum, and
average number of binary conditions in the assertion
statements, respectively.

Figure 1 illustrates an example of a statemachine model
inferred from a simple event counting system, with four
states and six transitions labeled with specific conditions.
For instance, this model asserts that, at State 4
(IN_Observe), if (1 > rtU.u) holds, the system
transits to State 3 (IN_Collect _Data); otherwise, the
system remains at State 4. This condition defines a
functional property of the system and is specified as an
assertion as follows:

assert(!(dw.is_cl model == IN_Observe
& ! (1 > rtu.u))
|| rtDW.is c1 model == IN_Collect Data)

Mutant generation To obtain various cases of property
violations, we applied mutation operators to the target
controller programs and generated mutants, taking the
following three steps: (1) a set of distinct mutation
operators was applied to each applicable line of a target
program except the property-checking assertion statement,
generating a comprehensive set of mutants, (2) we



KCSE 2026 283 H1% (2026 &=

IN_Observe

IN Observe

IN_Collect_Data

(1 > rtU.u): IN_Collect_Data

_ (9 > prev_dw.temporalCounter il): IN Observe

Figure 1. Statemachine generated by active learning

retained only property-violating mutants by checking the
property violation using CBMC, and (3) we randomly
choose 50 mutants if the number of mutants retained
exceeds 50. We chose the following five from the large set
of mutation operators [30], considering the earlier works
on selecting representative mutation operators [31,32,33]:

- OAAN: Arithmetic operator mutation [31,33]

OLLN: Logical operator mutation [31,33]

- ORRN: Relational operator mutation [31,33]

SSDL: Statement deletion [32]

VSCR: Structural component replacement [33]

We first generated all possible mutants from the target
programs using MUSIC [34]. Following mutant generation,
we filtered out equivalent mutants that do not violate the
given property in any execution, since they are not
meaningful for evaluating property violation performance.
We used CBMC [29] to identify property-violating
mutants by verifying each property-checking mutant, with
the same loop bounds configured for the test harnesses
(see Section 2.2). In Table 1, the sixth column presents the
number of property-violating mutants, alongside the total
number of mutants (shown in parentheses). Since too
many mutants remain, we randomly sampled them to
retain 50 mutants for each target program, except for all
31 mutants of P2. The final dataset consists of a total of
331 mutants spanning all seven programs.

2.3. Test Generation and Measurement

For each technique and mutant studied, we conducted test
generation 10 times, each with a time limit of 30 minutes.
The result of each test generation run consists of a series
of test inputs continuously produced by the technique
during the 30 minutes. Given the size of the target
programs, this time limit was sufficient to draw reliable
Since the studied techniques

conclusions. involve
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randomness, the test generation by each technique with a
mutant was repeated 10 times, and the average result was
measured.

From the ten test generation results of each technique
and mutant, we first measured the ratio of the test
generation runs where at least one property-violating test
input was generated within the time limit, addressing RQ-
1. We counted only the test input that resulted in the
property violation while ignoring other crashing inputs.
Second, we computed the average time required for the
technique to generate the first property-violating test input,
addressing RQ 2. We considered that a test generation
took 30 minutes if it failed in detecting the property
violation within 30 minutes.

We used one zero-filled file as the initial seed corpus
for all test generation using the four studied techniques.
As the tool-specific configurations, CREST was configured
to use DFS (Depth-First Search) as the search strategy.
Regarding LTL-FUZZER, we identify target lines by
mapping each event in the functional property to the
specific program location where the corresponding
variable is directly assigned a specific value appearing in
the property. All experiments were performed on a 3.3-
GHz Intel Xeon Gold 6234 CPU with 200 GB RAM,
running Ubuntu 20.04 64-bit version.

3. Results

3.1 RQ1. Effectiveness

Table 2 shows the functional property violation detection
ratio of each technique averaged over all experiments of
each target program, together with the branch coverage
measured for each original program before applying
mutation operators. The detection ratio is calculated as the
proportion of the total number of functional property
violations detected from all mutants, across 10 repetitions.
For example of CREST for P1, the detection ratio is 0.98 as
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Table 2. Violation detection ratio and branch coverage in parenthesis (%)

Program CREST LTL-FuzzEr AFL++ AFL CBMC
P1 0.98 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00
P2 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00
P3 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00
P4 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00 (100.00) 1.00
P5 1.00 (100.00) 1.00 (96.60) 1.00 (99.15) 1.00 (94.89) 1.00
P6 0.76 (92.50) 0.94 (98.00) 0.94 (99.25) 0.94 (98.25) 1.00
P7 0.30 (50.00) 0.88 (63.44) 1.00 (81.87) 1.00 (77.08) 1.00

CREST detected 49 out of 50 violations across 10
repetitions. As denoted in the parenthesis, CREST achieved
100% branch coverage across 10 repetitions.

In case of programs P2-P5, all four test generation
techniques could detect all functional property violations,
50 out of 50 cases in all repetitions. However, all
techniques failed to detect violations induced by three
mutants in P6, because they are blocked out by
segmentation faults before reaching the assert statements.
AFL++ and AFL achieve the highest detection rates by
detecting all functional property violations in every
program except P6. CREST detected fewer violations than
others in programs P1 (0.98), P6 (0.76), and its detection
ratio dropped significantly in the largest-sized program P7
(0.30). LTL-FuzzeEr demonstrated comparable
performance to AFL++ and AFL, except for P7 where it
detected only 44 violations out of 50. It is notable that
CREST and LTL-FUZZER show a tendency to decrease the
detection rate as their branch coverage decreases, while
AFL++ and AFL show the independency between the
detection ratio and the branch coverage.

The last column of the table shows that the model
checker CBMC detects all property violations without an
exception.

3.2 RQ.2 Efficiency

Table 3 shows the average detection time in seconds for
each technique for all mutants, together with the number
of mutants ranked Ist in detection times using the
technique.

AFL++ emerges as the fastest, achieving an average
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violation detection time of 40.17 seconds. CREST
consistently performed well across benchmarks, ranking
first 227 times in total, while AFL++, LTL-FUZZER and
AFL ranked first 170 times, 134 times and 113 times in
total, respectively. CREST performs efficiently for smaller
programs, such as achieving the least detection time in P2
(0.09 seconds), but becomes less effective as the program
size increases. CREST exhibits the slowest detection time
in larger programs, P6 and P7, exceeding 500 seconds on
average.

AFL shows better performance than LTL-FUZZER in
most cases, except for P6 and P7. This is an unexpected
result, as LTL-FUZZER is implemented on top of AFL for a
specialized handling of stateful systems, and thus, it is
supposed to perform better than AFL. Interestingly, LTL-
FuzzER’s performance improves with increasing program
size. In P6, LTL-FUZZER shows better performance in
average detection time and number of mutants ranked first
in detection times. In P7, the largest program, although
LTL-FuzzER has a slower average detection time than
AFL, it ranks first 16 times, while AFL ranks first only
once.

The last column of the table shows the detection time
by CBMC for comparison. We note that CBMC
outperforms the four test generation techniques for
programs with higher complexities, e.g., P5, P6 and P7.

4. Discussion

4.1. Stateless techniques vs. stateful techniques

For the first time, this work presents an empirical
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Table 3. Average detection time (in second) and the number of the 1st ranks

CREST LTL-Fuzzer AFL++ AFL CBMC
Program Detection # 1st Detection # 1st Detection # 1st Detection # 1st Detection
time rank time rank time rank time rank time
P1 37.24 46 5.07 24 0.30 26 0.56 26 0.64
P2 0.09 31 1.00 0 0.28 0 0.59 0 0.18
P3 0.01 50 0.06 44 0.03 44 0.04 44 0.73
P4 87.44 34 20.43 24 0.39 40 1.28 25 0.29
P5 1.42 49 21.82 3 2.54 4 6.76 3 0.43
P6 537.51 17 187.85 23 187.19 23 268.02 14 10.77
P7 1429.16 0 395.68 16 90.43 33 251.59 1 14.85
Average 298.98 - 90.27 - 40.17 - 75.55 - 3.98
comparison of three representative test generation complexity of the program under checking is beyond the

techniques, concolic testing, general purpose fuzzing, and
stateful fuzzing, on detecting property violations in

controller software, to evaluate their potential as
complements of model checking.
Overall, the three stateful and stateless fuzzers

effectively detect property violations except for cases
blocked by segmentation faults that occurred during the
search, whereas CREST shows limitations with larger
programs. Interestingly, the stateless fuzzer AFL++
performed the best, demonstrating its effectiveness and
efficiency in exploring stateful behaviors.

LTL-FuUZzZER does not perform as well as expected even
though it is specialized for stateful systems. In the nine
mutants that LTL-FUuzzeR failed to detect functional
property violations, we found that the mutations changed
the operations on the state variables dependent on the
assertions for the functional property checking. In these
cases, LTL-FUZZER fails in the instrumentation phase or
crashes at the runtime phase (i.e., segfault). Even when it
operates successfully, LTL-FUZZER often
unexpectedly slower detection time when mutations
involve state variables (see P7 of LTL-FUZZER compared
to that of AFL in Table 3).

shows an

4.2 Test generation vs. Model checking

Our initial experiments confirm that model checking is
highly effective and efficient as long as the programs
under checking are manageable by model checkers. It also
shows high potential for state-of-the-art test generation
techniques in property-checking stateful systems when the
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capability of model checking.

Although with a great increase in detection time,
AFLA++ still achieves at least 94% violation detection.
However, given that the sizes of the benchmark programs
are not large, this result underscores the need for
comprehensive empirical evaluations of test generation
techniques using large-scale controller programs.

4.3 Limitations and future direction

The scope of our study is limited, highlighting the need
for more extensive empirical evaluations: (1) our study
focused solely on C programs ranging from 137 to 473
LoCs, (2) the scope of test generation techniques was
restricted to the three test generation techniques, and (3)
syntactic

experiments were performed using only

mutations.

Therefore, it is too early to claim that the stateless
fuzzer AFL++ is good enough to check property violations
in general. However, we believe that our findings on the
limitations of current state-of-the-art stateful fuzzers
provide valuable insights into future directions. Strictly
speaking, those fuzzers known as stateful are not dealing
with actual system states, but only assume specific
variables as representing states, which could cause various
unexpected negative side effects.

We plan to generalize our findings by extending our
research to evaluate a wider variety of test generation
techniques (e.g., [13,35,36,37]) on larger-scale programs,
and investigate improvements on the stateful fuzzing, e.g.,
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methods to identify actual states in the stateful system,
and to trace states and their dependent variables for
providing more effective and efficient search strategy.

5. Conclusion

We empirically evaluate three state-of-the-art test input
generation techniques to assess their ability to detect
functional property violations, particularly in controller
systems through mutation testing. From a set of
benchmark C programs for controller software, we
generated total 3850 mutants, and then we measured the
property violation detection ability and detection time of
three representative test generation techniques, dynamic
symbolic execution CREST, greybox fuzzers AFL and
AFL++, and stateful fuzzer LTL-FUzZER. The results
show that these test generation techniques are promising
for complementing formal methods in property checking.
At the same time, the results demonstrate their limitations,
which imply the need for further improvement.
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Algorithm 1 Execution-Context Consistency Calibration

Input: The bug identifier bug_id; The initial Top-5 ranking
from LLM lim_rank; The candidate methods from input
candidates; The directory of stack traces trace_dir;
Calibration parameters params={A,a, d,,
,enable_top5_gate,top5_pos,max_insert,...}.

Output: The stabilized Top-5 ranking stabilized_rank.

1: pool =]

2: for method in lim_rank do

3: pool.add(method)

4: for method in candidates do

5: if method not in pool then pool.add(method)

6: ctx = extract_context(trace_dir, bug_id)

7: if is_insufficient(ctx) then return llm_rank

8: for method in pool do

9: score = calc_consistency_score(method, ctx,
params)

10: scores.put(method, score)

11: base = lim_rank[0] D original Top-1 from LLM

12: best = argmax(scores, pool)

13: if (scores[best] - scores[base]) = params.d1 then
14: promote_to_first(pool, best)

15: if params.enable_top5 gate is True then

16: idx = params.top5_pos

17: cnt=0

18: while cnt < params.max_insert do

19: gate_sc = scores[pool[idx]]

20: cand = find_cand(pool, idx, gate_sc, params)
21: if cand is None then break

22: remove_and_insert(pool, cand, idx)

23: cnt=cnt+1

24; stabilized_rank = pool[:5]
25: return stabilized_rank
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Q o
SO (LLM) I8t KIS HAE MAHS =2 3C HHRAKNZ AS2 TIIGH YOoU, 0l MA
& HAEQ assertion EXI BE X SBS E=26| PIEGIA RELICH 2 9Rs S LM SR
A B0| HIAE HESME Bt2MOoZ 2206l assertion S&2 23lotes HAE MHd THAKAIE M
OFSILICH MO YiHe MZE QEEZ FI2102 8t T2OEQ B0l 4 U 202X HHZIXE &
H Dels [EE-IIS 24, D2/ HZA 22 FMS AN =T @S XELICH
TESTEVAL2l 2109 Python ZZ &80l CodeQwenl.5-7B& HItst 21, B BHO| = 71.8%=2
Jl2 HX Ol 65.0%p SACIAD, HHEIXE 2tol/ESR 89.0%/88.9% +F= SAMSLICH E&
Mutation@12 54.4%, Mutation@5= 69.2%=, & LLM J|Bt HIAEZS| assertion S 2& X s
22 U0 HHES BASLIC
SHEEZ KISIEE QT80 MZE QEED 941 013
BeiXJF &0t e Z2R0= Branch-Target =& 2=
dLLme =9l HAE IEo I2H 245 J| ZHES DrEsle s AHGHH ofH, & X0l 25
= g = U2l & 209 20l X01E HEG Z=C|X| LOM Diversity IEIEZ Q2 SIS SH&5)
= tion2 As2=2Z F4ote U= HES HdS M RS 23550}
ol 2 SRt =0etz 28 X S#0I Assertion-Mutant Z2ITE= H0| AR, F=/H0| 2
= AHlIOF A4 BHCE C X2t B0 AR 28 (AOR/ROR/COR/CONS 224l
g LM ZFZ0A =0l Bl2E(mutation LEHEICH S5 RORS 22 ZHANAM HIR 20t FIE
UE H=HNOZ HE0tH assertion SES 23t ole =2 AORS 2 %4 ZIH XH0IJF I Silts
1S Hetetth Mo JjgE d& REES = ol2is M RICHSIEE XIAIGHO o8t 2= (assert result is
ZSIZE 741t ALK & B0l =2 S not None S)2 JIthat HIDL 2HAl 2A=02 MEIEHT},
e =8 IME ZEol0 HIE SIE ME ZA RS o B0l B(M), 2400 HH2IXI(L), St
=82 =Lk X AWEIX(B)O IIEEO2 FEHE-IIC 2AS MO,
21000 Python T2 ASWAM HQH giHE 2R =XNBEI[} E£5 A2 HMS B, L, MO| 25 245
2o B0l S 71.8%E SR, 2AA/ZI AHB2IXE X ©20HOF SHOi(HIZEA M), Al XIE & GtLt 01&40] 8IS
89.0%/88.9%= = XIGHULH. Al JHEEI010F SHCHE2IBE D), oI 2I4M0l LY 3
TESTEVAL 21000 Python Z2 0 0IlA EOtst 22, Mot BB XJ| ZE2510 B0| HAE HIES MEEC
GHe WP 0| B4 71.8%=2 ZASIHA chol/2 Xl A i~ —
HElXIE 89.0%/88.9%=2 S XIGHAL. b }_.(Eﬂ;‘f;r;g%_»+(?uiswsiivnignm:%_> E;% —
2. Mot DY — LLM EJAE 44
— — = (CodeQwen-7B)
RO TYAYTE= oY LLMES BH= S=510, 2 0lE 3l
OI&OIA (i) pytest-covZ OI3HH 2xIZ +&5D (i) —
MUIMULSE MZ SEIES QO 5 0|2 ZEIE( wmea | oo
goll OIS HAEEZE MAHASICH M HAEE 2iel/BaiX] H (pytest-cov) (mutmut)
H2IXIQ B0l B4t 25 2AGK LS ML +X6H0
ZA g3 SRS}
DZ2ODE M2 0IHY0I& AN et SOz M
SHCH X OIEOIMMAS J12 L A LS Tast @
Inital TEZE2 SMS AL, 01S0s ME REIED}
ZT5IH Assertion-Mutant TZ2TEZ @4 2510 EF 81, Hierst 2ol & ol S8k
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3. &8 2 2 %
H 2. Hor 2 #iolActe! 45 Hu

ot A= CodeQwen1.5-781 Kimetal. ¥ Mot &
Syntax Correct 100% 100% 96.19%
Exec. Correct 84.26% 99.63% 96.19%
Avg. Line Cov. 90.7% 91.1% 89.0%
Avg. Branch Cov. 86.9% 86.2% 88.9%
Mutation@1 12.5% 43.6% 54.4%
Mutation@2 8.4% 37.2% 65.6%
Mutation@5 7.9% 30.4% 69.2%
Avg. Mutation 6.8% 26.3% 71.8%
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1. NE SEHMO2 PHILR/UCH otXEH SWEel HIO BXE
2THIDI01 AZEN= Siele &2 AAME flHM= HAE 22t201 ZE6tn Z2&6i0oF SHCH15].
2 &Mt ZIRUCH 0l AZEANNA OF At HAE 2ct=22 NSs2 ddote =Mes H2=2 JIE
HIOZ XS, U2 AIAE HOi, 2 BdiE w2 ARXES  L=E[10-11, 16-17, 19-20, 27]0%
2 QUCH1-3]. et AZEYN HAES S8 IO Qi HMZ &0t UL
EAE Sl 2ZEN dZLdS EEZots A2 =2 dE2 e FAL ANEN BAE 2800
SQGICH4-7].  A2ZEYO HAEUHAN  HAE XA H™Mel(NLP) % IHE & JIgs HESt=
QetE2'e2 AZEN HIASE XI| EXdte HEYH HFE  SHRCH16-17]. CASXsANY LA
Sg = Stih HAE <2ct2 dd ZHME oi&ot)l st Gt
gotdoz HAHAENNM=E 2 Z289 E3H szt J1gol Hder=E  Bb RUCH HAE Y
CteIE Aol HAE IFAY A= SHO| HAEMUTIE Ol 2ddMUel =0l ZE6H0
SHIE SAY LXot=Xl dEcts HAE Q2’2 HAE Q2= 448ttt otXIgH, 0 gAl2 HAE
THEN UACHB]. HAES 522 4ot UFE2 etE2 FEN 23 Ao Jgs 012 = JAu[18].
D208 #2J1 HESS AZDY HE0 S=AHdl HE =0, HAE Ud HAHMZE &0 HAIE Us
SototH, JHEXel ol XA BEol 2 d2 W SHES 2= SHE P22 oiAot:
OIESIH HIAE ZEO0 22E g £ JAU[9]. HAE Shotd o T= HAEI SRHESHI Sits
SSAU Ot Xsz 2Me JIE 971AsS ZUE =g = ULH olds F2 a2 F=2
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ANTLION: Practical Test Oracle Generation via Multi—turn LLM
Compact Prompting
Gina Jung", Yunho Kim?

Dept. of Computer and Software (Automotive—Computer Convergence), Hanyang University'
Dept. of Computer and Software, Hanyang University?

2 o
2 g3= ool HAEWM HO X9 Aol HAE 2222 g A0 2 (L2 s M4A6t
= SHME UEL. JIE JIgilE 2ct2 dd2 dol 0gL, UMEdE Jigt 822 81801 A0
MUT 28 Zal2 28 Az SH2=Z 208 A0l ACH 010 ARIIH0A Zetet Hete =8
gAl ANTLIONZS HMOH6HHH, TE 3lxt 2o-SHoZ st MZE0 Mdeixyoz S0 286 Z8X
& JIY Uil 4%~36% O @2 B2 M, 2o I

EE S XI&tCH. Defects4JOlA ANTLION2 J|&
Py

EE |
B 245 Sofl LLMOl 2ct2 440 +ote 2% =l

Abstract

This paper investigates automatic unit—test oracle generation with large language models (LLMs).
Oracle generation remains challenging, while fine—tuning is costly and including the method under test
(MUT) can misinterpret defects as intended behavior. We propose ANTLION, a “Twenty Questions” -
inspired multi—-turn dialogue framework that keeps prompts concise by selectively acquiring only
necessary information without fine—tuning. On Defects4dJ, ANTLION reproduces 4%—-36% more bugs
than prior methods, and our query—pattern analysis reveals what auxiliary information LLMs tend to
request.
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2. B XA & HAHAR
2.1. I8 o 24
e o0 2 2(Large lLanguage Model, LLM)E
R ZL2EXN(AHHE0 SEHAE, DE A S)ZEH
EZ2(token) =29 &E =2I S56H, F0X
E(ZETE) FHol OolE USs 22 W &ot=
galo=Z S & ettt e =2 LLMS
EMAIZLMH(Transformer) HE=2 I,
AMBAN et KI|1-0 Ell & (self-attention)=S 0l Solf
e oEHds 2dE e g o 2Ee=

AN O 2 A& St&(pre—training) HHINA A2

CIOIEA Ol CHOH XRIDIKNEE&SS 3s6t1D, 0N =H
(fine—tuning) =t HIHA EX THQ/ZS0 TSt =0t
st 8 B

Oldst Ay 2EES ‘st Jissd IetoleH 2’2

8 WEE 4 UL

o A& (small): ~0.38(3% 0|8+ T2t0IE)

Gl) CodeGPT(110M), CodeParrot(110M)

=& (Mid): 0.38~7B(3% ~70< Tte2t0IE)

o) Phi-1(1.3B), PolyCoder, CodeGemma-28B
o 8 (Large): 7B~(70 OlA+ met0IE)

0l) Code Llama, CodeGemma-7B

AN DBl Y A RES

A2E FEE = UXLH AHE
2 Oet0IE2b  HISIHel

SHAHIDOE UL

nyii=wl
e &0
Jb &0t
BXxH =] m

A% =M =22 E2
AULE HE =0, LELA
F&= Code Llamas JI&
SE5EAD ZO 100K EZ
MA 0| Jissittd

|

=Ll
o)

fuid

4

=
=

2|0 2 e s o

O HU HU J2 &= o 1

e on = 4 o 02

o
Za
HN
iy
m\J

HAEAEGX
S0EACH23]. SHAIS
Open Ai2l GPT HE€ & GPT-5.12
=2 IJl= 400KOIH, 128K
KI8T 24].

oEE
et &M%
AHE Xt
ONERS

Lo =

M H(RAG),

ESE;

I_l_l_
o
X
S
30
(|

=eliot)

=7

T
m -

e ]
© >

o

JITH

deolot=
HEUHAH=E AEOl =522
2Ot HIE0l AW =0l
et 22 AZEYN HAE

gl
A QAOIXIE,
& 43 O
2

G|

AR
20t

Ol ol

ot=

g Ch.
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o

B>
IH
m
-|=0
OH
o
o
>
rr
Mo

o

ED

Y EAE

Hetot Q212 12 0 2 || S|0{0}F & “<AssertPlaceHolder>”7} EEHE| H|AE ME FEQH|IAE T
* HAE Q8 MME(muT) BINSE FHIRELIC i
oublic int add(inta, intb) { S| QIR T ¥IZHS RS PR RS Junit 4 IS S 226 2QULICt
return a + b; MEAMOZ U2 222 ARG 27 HEE TSe £ UT, SHA10| AUCHH 24t HEHS HISHE ELIC
} ° RIZSEf Junit 4 HAIO| EIAE Q212 £22 ARHEAIL.
« HIAE & 3£ (Prefix)
A.EIAE CHA BINE(MUT)R] 2|2 MHHEHIQ
@Test
void addTest() { H42 Q1202 Yot 1§12 Uit ot 24 G §H4 QL
Calculator ¢ = new Calculator();
int result = c.add(3, 4);
<AssertPlaceholder>
} B. HIAE ™S 3L (Prefix)2| 2|2 HHMNFTAHIL.
EhLE|AE CHA BIAMS(MUT)IH 5 HO| 4 Q14 294302 SEE|= 5202, HEALY|
-ue=s 252 OAC It Olziot Uziel HE BUIEA AIGIER stelote HRLIc
v HE A HAE O HMES] o) A% @
T e D. HIAE Q2}20| SHE HAGHEML.
chH, E Is(7, It);
T - sseEanal] el
v EEZ . 22129| ZH(top-k) AH|A| assertEquals(6, result);
v ZEEE HAE ti4 HIA E2] Javadoc H|A| E
p / assertEquals(7, result);
12! 1. ANTLION Zol-22 He'
ARUNANE XHH-DE-2H S MY (=SS Z00 OIXl= g2 MAHAE2=Z MAISCH &t
25l Q22 F= Q20 =ots HHE s Q29| A A AQ HAE MAHO EIS
MAHGlA=E AlIEIF 226 0120 X2 UL =0/J] fol, LLM 2|8t XIS & M4 JisdsS
QctE2 M4 AUNE Y =HE=z 8 ANZY et HMHECZ E36tH EASE[27]2 88t ds &4
HRZ= TOGA[1119F HEEOICH. HAE o4 PHE  HMCtolY¥CH ZIME ME 20 O=24H
HMES RE EWE 0|8l 2SS F=2oles EASE[27]E SA HIAE-HE Mg MY HAM(IR)
EHA M (Transfomer) DBt B S XHCHolH 1D, BIAOZ HOF Y QHOR HIZole #HAES Sof
s HAE MM[13]0 Z2EHS W =0 28 X LLMOl EC H&& HoEs MHGIEE s=C.
ANE BN6HYECH Cet TOGA[11]E2 Z&tst J|&
SiE Jlet A2 ddE 2422 L T(strength) 3. o7 =
s2= 38 Ass U2 e 2= 2212 = e=
MAHE Jisd, el 0IXe 2= e LBtgt SI1ENANE ASLDIH gAalo ZEo-2¢ TZEIE
SHA SHIF XIES N SCH. JIgol =J|2 &"®setth 08 12 2 Jlge &EZ
olgist 22 x2 ZE E3 HWEANHRZ L (Code giAIOl JHRE Bo =0 =9 s HElAE M)}
LLM)Sl S&o=z Mz2 MSES 0oL o E§21 AZ2Xe 2N ZETEE SolA AZRIDIHA
IE LLME Uae=z OIMEE ¥ ZTE8Z8 HE= ANTLIONS] ZEZEQ AXZ2 BHECH 3.2 A=
Z&tdl HAE 2222 M4s6l= TOGLL[20]S ANTLIONO| HIAE 2222 M4ol= gdasS 89t
MIAIGED, J1& 2r&(EvoSuite[13], TOGA[11]) CHHI 3.3 ZllA=E HAE 2022 M4 BEHA AEE
O HA&oln s 222 Mdold A H2 AESEZ AHESzE 8HEHTH
EXNAE FIHEe HdUE ¢ £ UASS U= 31, =9
ABoz BAUL S5 LLM JIB 2212 Mye o e
HAEAES A gAY et 2O AN Zetd = atse =2 HUdel AR2NIe HAHESR
=dl, Doc20raclLL[19]2 Javadoclt 22 SA It QHMREH HUELA EAHE =02 AN UL
HAZE2 JIt S&EU o XxHZ2 FEXEHESZ EOIXE & Eol o a2 DISsez FotH, U2
ZatstlteE &0l ==0ot0, RE0E J|gtez & M LRI = 22 2=IF Hold U= Eo-8¢
2AEo Zgol Use FEES 2AGIH  ERE dEE EdlMd O Uas =20l = =01010H29].
QeSS MHE £ Uz BIH 2N Dt gE2
SlEEl SAHE HEE 2a3 4dsS RE¥ T 2 gapgsmo A2 s HAs 49 HOE 9l
ASS =9otl, 2He EM 0TI s BIl  sizz WR83on, A2 J0 ZEZEZ O

55
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3.2. ANTLION

d=2e HetE == M HEEE0 2 E=2
Mt SHAE M3StCH 0 32 22 &3 - 38 ANTLION2 Cts X 2o-8Y WEHHAM AISE %=
S - I YA - A Z2t SAE e =2 Jqe AME Ho 22 =58 HMSsth. 2 ZEoAMe
HIE XANMOZ2 BEUHECH e ZRso A Es 2o HAS HHSHCH 2
UUA g 4501 288 OE A 2E(LLM)2 A2 dHEHARNAM 2242 MH0 2ottt LHE
HAE 20212 M4 I XHESHA F29 BX HBE HMAHCZ Z&ol)l ol AAZJACH
EotdMHE  2slol)l fE ZTSZE AXUNE ANTLIONZ 2t 2HI0l ol 2E 222 2Motk &1,
ZEOUAN  ARD0H A Ao Mss  THEILL gy HeEto] FSE4H ¥ SHEHALH O EH=2S
AL A2 XASO RHMoz: FE ZAUS Heidoz AIZ8oziN d2 s =2 HEg 2
HAHEC=zZ ZA0IEE KREoIEZ, 2HZ2E ZTETZEES o432 g4t
SANGIHANE 22 FES T2 = JC. L& 3.3.1. HIAE & HAHMES 2=
EZ st N& a2 SHIE S 2 M LLMS] MNE d2. HAE U4 HAESMUT)S S&ES
gt2t(hallucination)22 QI8 2] Jisds == O Az s Hd9g H3&U. FHES=Z
JI4 &tk HAMES A9 HA(RAZS ot=Xl), BHetgt E=
a0 o0, ZU0 FE2 F= FL ZA(EII,
e 2 =24 5)2 #s =ZT0HA Felstth
L

s88 32 PO S3t 282
g 12 2 37 0A Metst= ANTLIONGIA BHIAE Zgol DESCZ TS #E2 IYotI)l =2
QctE2 M4 WUEO IHRE EUWHEC. ANTLIONE 39 KEotCh. Sal U= =2I1/=J] EHeH o<
HAE & HAEY HAE H5%F DEE YHEC=Z Meldb ZEE HAEWAM "™ ZA0AM -
2Hor, OE 3IXt[28] Zo-8g2 s& HHA FE= 20 L=X"E 2H Heldt= ol EHHO0ICH
Sofl HAE QeSS M4dot=s T *IA0ICH H3otk = J=Z/8H. Y 422 2E
THESZ ANTLIONZ (1) 2= HHAEZ HAE MAIGHA 220, Z2E0 &Mootk e M=Z=2
O &t zZE, Qct2 AXNE HAlotes 8 S ZIiotAl =0t £ 2 %X AHOAE
Sdl0lAEH "<AssertPlaceHolder>"E  ZE&tst HAE 28 Eicte S 26l ¥ =L
& 2E, Dol AEN BoE 22 252 #406to . 22 HHUHM Zes FS a9
A ZEUA HIBEFT2ZM HAE 222 M4 o|0I"E HESl of¢d, grEg/M/RRE 5 RAUS
BES AIZSHCH 01F (2) ANTLIONZ AR DOH ZHAll SHZ fOt0F ot=Xl Z&¥ots O  JIGSCh
2o M= HEol(, 220 ZEgeE ZoE EK0l ZUHECE BRe HE RE HE8S =00
et dEHEO2Z AtEotBHA FIIEEE 2SS0 2 Gil Al
AdF0AME & 502 E2(UY HAHME A=, HAE - HAE & HIAME:
8% 2E o9&, Mo =58 32, 2 |2, EAE public int add(int a, int b) {
HE)S MBSttt 5JtX EE22 HAE M4, HAE retun a + b;
Q22 M4 AR 2O0HHA 2etE2 M-8l RESHCHL }
2l d2E ZZot=F ZARUC. 2 220 CHol A - HAE U4 HAHEY AT:
TEA AFRXHUseNI AP0l FolEl Xoiol gHs ol MANES= & =40 w2 HMoIC=
HMEotH, Ol= HE FEL2E 58 23 448 SHYSASLICH F HLS A RS 2op M=
Fist 201 EE2 #s8l. ez 3) 222 e ZDE BEELCG. 0 HASE 2XE0 A
F0d et =298y Zo-sglz =2=st ZEES ola oD DBkl StAF  EIREmoOl A=
ZEMOo2 E250 ZH0lA EHE XS RHEO sraterlich =2 2IIL olel ™Malob eialic
HAE Q22 FE= EHEU. ol 2g=2 2=
S5 ZE IS BEAl AIE0i0F St A2 OtLIL, 3.3.2. HHAE A& 3[COo 9 ¢
e HolEL %ol S240 UetNd 25 228 M2 FHE. HAE Fs R[S RAHG=
AESIHLE, 222 ALE0tA %22 = UL 0IE Sl ALRIQE XeE AYsith =, 22 HOolH9
ANTLIONZ2 U=ate] =8= &4l 1 =28 22 S SEH, A XIISHAX, M 5=, PO MYy N
=0 =8 Hls= 2sot8NE, ERset B0 E=2 o2 S HAED} OlE My XAS pten o=
=5E U522 AES Sof 2ct2 440 228 ASsAds XI(L/0QA/AE HE)E QU
Jd=EE =dotl I&F 2c23= =&d=s A= QES P2, HAE HE oo =FE A0

SHZ &t

56
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AR ®B1, 2% HXel)ol EZEZO ot Zot
DE 30 2otH 2AEdte ER S E0iCH &£t
Hs DL = s oMoz “9EE HAE
2™ (what-to-test)"S 2Alsts AR, 012 =23
ol= dl =30| = Ct.

H20tX = HBE/SH. HAEE Adslof AH
ZUE 2= %M, U2 Y U2 HNE
MZotK 20 &% IS Il gs =20l
&8Nl =Rote ER, 0 dB2¥Uez 2220
SABAH Z2HER 2 = UL

& HAE HF DE o&'E HAIG SZM,
HAE & HMES &gt S&u HAEDL
QAGt=E S& WeZg AZSICH 0IE Sol 20|
SZQst JIdez EHotA E1, HIAEI HYst
AL 200 ESotEE S8ttt

Oll Al

- HAE & DIAME:

3

public int add(int a, int b) {
return a + b;

}

- HAE &3S IE:

‘ int result = add(2, 3);

- H2AE e HAES 9k

Ol HAE S AM=E add HIAEIL & JHS AMAQ

= Q5 2% 322 SEL= 2HE AlUCIRE
SFELUC. 0 EFAM2 =H=2 HAEIH olde
Yo =S SHtE2A Hatot=Xl elots AYLUICH
ol HIAE= A= D12

3.3.3. HAE Ui HAHMES XU 58 &
HE 2. HAE Uy HAEMUT)S MO S
JeHZ(CFG)E MBS LEtEoz
NAME HESo S, 2/FZ/02 Mel, £I| e
= d2E JddiZ AXZ ULHEFHCEH
. 22200 £ 2I1 320
Olel HMel/ZJl BHerol 2ot

]

-/ o —
s
2 0IoHOF Gt=

omn
AS
oIr
o
I
0

00
o o
o
0 o
{0

s‘
W
02
n
i
=
I

=AaCl=
o e

E.”ﬁ_ P

! Tr_(I:_
SEUAM, B2 S22 Q&

e rr e H 40 30

WY Q' |7 oY o¥

=
[wl

o 0x no 9 o
|0 10 .
i

Hu

e
0
rr
> 0¥
on HU ox

>
0¥ 1y o

=
~~
ro
=

> ol
o
Nk

2d

SI0IE ==X
. EE 329
et Eet2z,
| AdEtn Z2E

CH et

cCCt
=

I
or Jx oW
I

ol
pal
o2
rr
[wl

o O
=10
l

_U'_O
o S0

@)
M
o)
HU &y
M
s
n
>_

04

—
==

U rr

—_

or $2

0z U
x

g

>

02

o

28 MAR2Z NG,

57

5t

HAE &S DS Y FE2E RwEot=X
LootEE s 0|2 Sl “&2xE 25 Jtdol
MY e2"E £0/1, 2J1 J|Br XA
=T E =010

Gil Al

- HAE O& HAE:

public int add(int a, int b) {

return a + b;

}

- o &8 2=

digraph CFG {

n0 [label=" & &"];

n1 [label=" Z2"];

n2 [label="return a + b"];
n0 —> n2;

n2 ->nt;

}

3.3.4. 222 F=(top—k)

ME 2. 8l =WUHAMNM Iis80 =02
OotEE JUnit 4 222 assertion &E2(top-k)E
=2 2 HMAlISL 2= ©2 assertion L=
A9 assertion =22 HIZWH, A import
B82S JIEs HEE JUnit 4 42 [GHECLCH

F88 F=2. 2242 3201 DAL A0
NUER2 20 25 A4 22X olEXl, W dS
e, 2Xg/28E dlu S) RE|SICH £ 20|
0 Jtsd = otLUE HEi0F ot A=0A =2
HWE Sofl & £¢2 ¢t&¥slol= O &30 &L

M3ctXl = BE/6HH. E2= MY & g2
SEGHA 22, €0l &2 d&gH ZEDX (=S
= QULH Uetd F2e “HE "2 MEZN Ot
OttH, W0l HIF HIEHHEOZ2 HENGHOF SHCH.

&, 222 HE AN Z2Mdte AE

s Z2I2 UE W =M dHsss2

- HAE U HAE:

public int add(int a, int b) {
return a + b;

}

- HAE % 3L:

‘ int result = add(2, 3);

- HAE 222 &E(top-k):

assertEquals(5, result);
assertEquals(4, result);
assertEquals(6, result);
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3.3.5. HIAE & HIAESL 2AS FE

HEB FE. HAE & HAHEMUTS =A3
HE(0: Javadoc AEIY docstring)ES  M3SHCH
BAMCSo =9l Ti2tOIE o0, BrEat ol0l(Es=
Sxg) DERLE Hus QLECS HoH/EA(0:

olel, null XMel, ZH
e SE2 Qs

X2)2 “H(contract)” Ol

=E8 F2. 2o F&otu A80l =S
CUA Ed— 32, = Ol A =0F
ctol=2efel/Zdgf3e  #2as O2s IR
SEotCh. AU ZAIE A0 SE LM
o2, greto] 2I0))0l 2242 20 HEHQ HME
NEg += UCH

H3otA ges FE/EH. 2o 26K @2
8= FIletAl @€2M, 2.t &2 M FEd
sS2Xg Jisd2 Z=MEt. £8t 22M FAl EE

S Al
2ct20l XS BSO0F

52 &0

Gl Al
- HAE & HME:

public int add(int a, int b) {
return a + b;

}

- HAE & HAMES M35 B (Javadoc):

[**

({]

>*
rir 1o

= X0
T o T =

=
all >
]
°
o

0
1

>*
/\
©
V
o
=2
>
In

i
i
I
N
2
rz
>
]

x

[N
=1

L < R ]
0p0

c

e
@

Qﬂ
-
a

*
QI
0
2
1~
S
rr
e
JE
[l
e
i
2
2

10
M 40
o e
A
~
i)
v

*
* @param a & B Az DA
* @param b & B Az A

* @return {@code a}2t {@code b}2l

1 4

il

ANTLIONZ <0tLt &=
U= IH?
RQ2. = JI¥ ANTLIONZ GPTZ
ISZE AXLGES S0t A=It?
RQ3. = JI¥ ANTLIONZ2 Z2-8H

f

ro
jnal

IAE

Bluls

NLESN I

20t oE 222 d36tH, 2200 =50 o™
=S DIXI=ot?

58

RQ4. 2 J|¥ ANTLIONS <0OtU Ctst @22

22 MHE > JsI?

RQ5. 2 JI8 ANTLION2 HAE 2¢22s
MASH=O HIZ2(EE) ARE2 oM stt?
4.2, X 013

2 A3 ANTLIONE £&35lD| <IoH, & X 854742
Java HIOZ2 e #IX|I0F3 Glol & Aol
Defects4J[21]E &&siCt. Hlun Jl=1 Z2Fs&t
HwWE <ol TOGA KHMEA[25]00 2= S
el MEZS  AIEZEHCH 374009 2 MEZR
IPHCH, 2 ME2 HAE Y HAME(MUT),
HAE &S RZE, Javadoc 2A Moz 24
SIHRULCEH 0] 37442 LSEMEZS Defects42 11H
T2MEQ 120012 D8 HIOE ZEESHC.

el MES HAE Q22 PSS LEoH, e
HAE Q2 Lt Ed0IAEH
“<AssertionPlaceHolder>"2  XI&6t0d  ANTLIONS

MBS MO

4.3. Hluw J|&E

Defects4J[21]2] 37401 2 MES 0188 =

A4S Hlw JIE 822 HUCH

+ TOGA[11]: ERMAZDN D|gtel AAGH HAE
QetE2 M4 JIgez, Jisst 2 FE
dgs ddotn 2 229 2 =A%
ot e =2 T2 S UE=
Eots HF0IC

« TOGLL[20]: OHE o0 2ds ZE0
Zetolnl 28t HAE 22428 d4ots
gdHoZ, ONMEE & ZFZE HAHE Sof
TOGA OiHl ds= dlw 2108 Fd
& 0l Ch.

e Doc20raclLL[19]: HAE 2022 M4
2 M (Javadoc)O0|
SN HEE T Q2422 M4Aot
Ct& HAFROICH, ZEZE Xg
g2 goE  gas

22 (Codellama-78B)

JH_JE

[l
==
S

04 o

ESR

[El
O
[El
Im
’_‘6
oY
o

« GPT-5.1[24]: AlgE(HAE) Mg Ao
Q40| ts3x EHo-8g ZEZE G0
AN @22 MHds TESHCH
4.4, I} X E
Defects4J[26] MEANEsE 2 D8 HI OHC
Buggy W& Fixed HES HOZ  HISHCL
AU AMNE Buggy HEOWA AIH(Fail) ot Fixed
HENA AZ(Pass)8t HAE <Q22sS HEGHC
A OI5HH, MSEHCHD HOtstth. Ol= Hluw

HE

e dt S8 &y Jles HELL
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4.5 P8

ANTLIONS| AlEg mOolZetel2 Python 3.12.10
Jlgtez  REoIUSH, MM FE 2= 1,312
LOC(lines of code)0lCt. Al&0l= OpenAll =4l
HIZZ 20l GPT-5.1[24]= AI=Z2oi¥D, M4

AH 2 maximum output tokens 512, temperature 0.5,

top_p 1 & LDAGIKLCE 0l 20l= open ai APl JI&2

$H2Z FAUOIULCH. HAE HH L B HE=2

Defects4J[21] HXI0I2E =l SSHBIH2 M,
HAE ZYyAdRIZE= JUnit 42 AFESHRLCE
Zol-SE WEUAN AIESX B2 22 1,2,49
A2 gpt-5.1 2L AM temperature 0.0 EHS=Z
A& Ol A A olf S/AOH, e 39 a2
ctol2egel& olesty Jdef= M4 s
0| =235t LCt.

4.6. EI€24d 91 24

LLM M Aol 22 A (temperature S)01 21t
HES KYEs £ JAoD=2, H#HHAPR(TOGLL[20],
Doc20raclLL[19])2 &5t 02 o 93l
EMaI <ol =2 EFHNAM = 53 B2 AESs
+SMCH.  Defects4J[21]12  Buggy/Fixed 20l M
‘BuggyWl A fail, FixedOlAl pass’'E H&s& Q222
HMOIgMXIB, 0l JIE0 Zeo 2EsE HsEo
Jledle Q2421 2F5| Xotkl= Lo A
Z2e2 KN30l FHE 4201 ZEEAHLE &A
XA X0olg MHEol Ze2tE Jisd0l JUCH JUnitd
sAN sEZN o2 do/Zy LIt A
DEZO| 2btgt(l M0l /US &= YD, U= 3X
Zo-2¢C J|Et MHS TDEE BHM(HAE 212
mME), DE/EAH 2E, T E40 02t &2
d89o A0 et s HXIF MY &~ JASH
Agg APl LLMSO 24 AMIOIEZ AIEW et
200 €etE £ Ao 2edl) CnY HF¥sS
FAIGID EAl HiEZ 22Es D MEAS
B

AE Z

5.1. &8s HAE Q22 M4 HI|

RQ12  “ANTLIONO| 20tL &St HAE
Q2SS MAHE £ JU=sIE Hitols Aol
018 4Holl <2l £=2=H= 4 HAH Java ZE

HIX|0t3 Q! Defects4dJE AIE26IELCH Defectsdd= 2
CHol buggy H&ED fixed HES2 MB06HH,

20l
= HF0AN= Defects4J 2&H MF 24 &8
A2  42E0IM  HMAIGHRICE. 2  EilMde

59

H 1. Defects4J BIXIOIAMAM B M =

gz s HO
TOGA[11] 57
TOGLL[20] 65
Doc20raclLL[19] 73
ANTLION (Ours) 76

g E 15 H =
ChatGPT-5.1[24] 58
ANTLION (Ours) 76
ANTLIONO| MAHEH 22201 &M 22 MEg =
U=k 2EUHA 8= BlwstCh.

e

I 1= Defects4d BIXIOIANAM BHO e 2=(2
HO £)E JI=92, ANTLIONDt J|& H""E
Host 2UE BHECH Ho Qa2 HAE 22
ME 202 EAE JlE  AHARel Al
TOGLL[20], Doc20racLL[19]0I04, 2 2t
M =20 A 208 ZUE Jgtez He2lotALt.
= 10l A stolgt = U= 0l ANTLIONE
Defects4JUIM & 76012 1N WHIAE THESIRUCH
0l= TOGA(56), TOGLL(65), Doc20raclLL(73)E2Ct
=2 X2, SLs HXOI3A0AM O %2 AH
Mg = UAS= Al AFSECE.
gy/fixed 2 S& X012 HIIF MU=
MAE Q220 AN Mg0 OXX &ZD
of

S CdUls ez ASUSE 2

fr = nu no 40

¥ H
0
o

o &t

c
Q 0

b

Uy 02
0% o

52. 24 HAH A8

RQ2= “ANTLIONOI GPT = AlE Ol Z8ZE
AXRLIHES SWHE HIot=Il?"E HSote
210ICH. 0I2 <ol ANTLIONS sHal AH A(OHS
X 2o M U oA HE B)E HHGHL,
SUst AZ LIM(GPT-5.1)8 ZEZE dAdIXLINES
MAst Jlg ZSZE=z0 S$&6t= Hln JIES
A4oIACEH HlWe SHEHE o JIE2 ZEEZE
AHUME few—shot G2 JUnit 4 assertion &4
A2 S2otH HIotl, &o-8¢ Jlgt HE
240 Mool ZSZE  &H9 JIHE =2clol
= Itot AT,

H 22 Defects4dJUHIME DR H =8 JI&E2=2
GPT-5.1 Jlgt Hluw J|l=1 ANTLIONS2 ZHE
MAISECH GPT-5.18 JI8 Z8ZEZ HAgst 4<%
5842 1w HAE &gt 8tH, ANTLIONZ 7600 E
MEdtALE. Ol Sgst 2E=2 AMESIHZ2E
ANTLIONS] R=x3t=E & s Xt

S4sSHE0 HIO MW du




QY ASgeZ )| Hgls 38 FLa s H 3. ANTLIONS Zo Mato] g S&EBIE
53 mO| S 02 18] | 28 | 83 | 43 | 53
H(8]) | 150.4 | 118.4| 55.4 | 36.0 | 12.4| 0.4
# 3= ANTLIONS Ct= =X oot L0tu Xk== HIZ(%) 40.2 | 31.7| 14.8 9.6 3.3 0.1
ANEE=X BHELD. M 28 5 15 04 228
MNESH ARIt 59.8%= teEtE XX, =D I 4. ANTLIONS Z2 o849 Al2Ul¢
ZEAEDC2 o ZoIIEL AEo-SEHE S Az e AN2C | A=2D | B2E
ZRst HNE BLE FI A2 S MH5t= Atdlot HA(3]) 506| 177.8 65.2 72.0 210
wss =g = /i 28 A+ =ES HIE(%) | 135| 458| 16.7| 185| 54
131(31.7%)2t Jt& 21, 23/(14.8%), 33(9.6%),
43/(3.3%), 53l(0.1%)2 Z=+5 245 S0l =,
2828 s IS 80N UeEe HE H5 2 AZ HENE S R ASHIS(%)
AXE BEE 28HOZ e zmop [meg [aec (22D | 2s¢
o A= o S PN ORME HX XNHO —
5;“%45)0;'3 ;}Ij;jo?'ég*;fjga;;gj 18 10.6| 678 120| 95| 00
_.C:E 945__‘01]_ EHéF OIW*01 90:(4§E;%)Olai_ Oll 28 08 912 205 404 159
- N T 33 35.1 96.1 79.5 68.0 21.4
QetE2 dguA Bigst 22440 HAE XA 3] %671 934l ssol saol 377
Ol0IZECt &M HAEI RS AlLtelo HE
SHO ASS AAEL. 5 REe 88 24
HH =D13, dH £F S22 &2 ¢Sl
Sl=X =S9sgiE 2 90 QU0 =2T= OH HE0l O£ &dsotigs &8sl o, S3F
gZsisteis ZE0l LEtHCh O 822 E Junit SBUAMNE MSR2Z 28HE Z& 242 g=U
4 Qo= = R A(18.5%). H Ot 5= Satot™ ANTLIONS| ZEeo| HAei= 910t otLlet,
HY(CFG)(16.7%), HAE Oa HAHS 9% @cts dd NN Ldsts =stadol 420
QOH13.5%) =02 UEY, 2HE mMos s et &etdh JlEg |2 HZAE AlLelel 338
assertion HE} A8, =2Jl-0ez os A= =HE Fdol o= 010, B2t S0E+5 22
AN JIEX Qo) =)t QS ASIF XK X ZQlt assertion 2 HlWIt ZEEN F=2
oSS BOZC) BHH Javadoc DB 2A3 HBs= Jlgk ool HE E4MsS SAO Estor=
5.4%% b WO, 02 BNS0l 2212 20 o deez aTdEd
NHHOR AEBEASS AlAISHT
H 52 zIlf 53 Z& d& 20N ZHZ N2 5.4. MAS QP29 (1AM 21
20| gas MEZs2 204, FE 8=z od
o8] MEg=X UEIUC ol e siaz=z H 62 ANTLIONOI &gt Junit 4 HAE 22422
NOZ DASH AB0| OfLiet, MA IEUA =} assertion REEZ 2Fe 2UE EWHEH. IIE =2
MY)l LQFH LUNO2 N3| oI} 285 A0 H&E2 assertEquals(30.4%) 2, BHERZHOI L Hl A
HES SOEC 13 ZRHME HAE ¥ pc 22U I & Hul 223 S0 28
O|EI} 67.8%% JIE =0F, Tt B Bio BAOR SHYS g £ UL US2=Z assertFalse(16.1%)
SlZEs Ao sA Q@) A= =2HO Fail(13.6%), assertTrue(12.7%)Jt =& HIE2 XtXIdH,
HQAIBAUS TUEOIBICH 230 &S 2T 9 C AL DJlgt 2S5 I oot 2doHA #= O
=S $F02 QNEE 20 top-kIt sojy, SHWE  SAots Az AF AL LE
2xM2 M 5 I Xl assertion HEHE Holste assertNotNull(8.1%), assertNull(7.4%) S null 2#
SHHD} 20| Tl ZBRE BOH=C} 352 solud 280l 23 Hi=ss 21D, assertSame(2.1%),
CFG2 top-k HIE0| 3N SO, O A8 H2= assertArrayEquals(2.0%), assertNotSame(0.5%) =

A2 @222 A O L= ZsS s AECZ LA LHERCEH

=2= To =2 L —

SHEGtAE FE0l YSIECL 4310ME HAHE QAT OF E== ANTLIONO| &t HluOig SSatAl &,
Qotol HIZO0l AN Sot5tn FF IE o, cFG,  =d 335, nul 25, AR 2, Fx S84 %
top-kE B =2 AZ=2  BHoll, =z BHE "Wkl &= W St CHeFe assertions
AYAME HAME BME QO HAE =2H, H=2 220l A Jiss JUnit 4 2222 ZEH P*4Hote
TE, assertion HE0| Zatgjor otmmoz zzy S0 UASES AAEL
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AH A SH

OO e

H 6. ANTLIONO| Junit4 HIAE 222 dl

o

=8 HZ HIS(%) =<
assertEquals 30.4 1
assertFalse 16.1 2
assertTrue 12.7 4
assertNull 7.4 6
assertNotNull 8.1 5
assertArrayEquals 2.0 8
assertSame 2.1 7
assertNotSame 0.5 9
fail 13.6 3
assertNotEquals 0.0 10
H7 22002 M52 EZ A28 L AP HIE
= E=] A
E2 = 2,310,079 28,014 2,338,093
HIE($) 2.89 0.28 3.17
5.5. HIZ(E2) A2
T 72 Defects4J[21] 37404 2= MZ0l CHoH
ANTLIONO| 2ct22 Hd&8g I AEs E2n
HEe "@7= HAISL. dMEez2 44 2,310,079
E32W £ 28,014 E2Z= A&l & 2,338,093
E320] AR/}, H82 LHFE $2.89, =
$0.282 &H $3.170ICt. Ol MEYO=Z BHAteHH
HZ 2 $0.0085%2, X2 HX0t2 AEUHAEZ
H& SY0 AKX 220 4 E30 HE29
E2E2 XNotle R2ZUME MBtEo=2 §elHol
HECcz Q22 MH0| Itsges BEHE0

6. Z2E ¥ F 4 HE

2 93 o HAENM A 409 HAE
QZIE22 g oA Rdz s M4dele 2HE
=0 o= I Eo-8¢ Zs8ZE  J|gol
ANTLIONZ HMICtGICH. ANTLIONZ HAE OH
HAE, HAE B85 RE, 28 22 J|gtez FA
SHUA AlIEE FH, Q22 FE20 Zes 2L
Aoz FII NSGHH 20 ZSZE=Z Qlgt A4S
2tstotn MHd Hds2 =0l0X StCh Defects4J[21]
ASUA ANTLIONZ2 =& "l J1E J1¥[11, 19,
20120 O 8 18 HI1s Meodl, s
QU(GPT-5.1[24]) EZE2IZE AXLNFO HMAHE
g ZEZE JIENS ZEZE AILIHE 24
MH AEUHANE ZEZE AXLICHES ZUE
SOIGH L E£st Zo A2 IHE MAHE assertion
22X 242 Soll, ANTLIONOl & Hol&ol et
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Zest ¥EE CAHNo=z SBASH0H Chest SEfQ
Junit4 2ct2s 488 =elotULt.

ge dilllMs L8="E 28 S5 80, 249
s8ads sz 2 Xl ot 2ot aE=S
de-ddote S8 2o MEs 2ot A St E£8t
22 SH= Xz gtz BHEot== Jidot:d
ed=2 28= O otFgtotld, Junit 5 & H
HO-HAE ZYYPAI2 EE HIEEZM LEtst
lsds =0l A= SHZ sttt
ZA =

0l =22 R MIALZ s=2H2 Mt X (RS-

2021-NR060080, RS—-2025-24533455) 1t 5t=
=2 ((P0020536, 2025 AL S AQITHA & K| &

of NS 20t 3= 271
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Axolotl: Automatically Fix Programs’ Fault On—-the—fly

Joonyeong Noh ©  YoungJae Kim

UNIST

8 o
7% A5 2% =4 (Automated Program Repair, APR) 9752 2ol wjzo] <3|
Adets H2E Aolart vk AAE L, Y HAEE AEsts #XE A ES Al ATk
wpebd TR HAE Aoyt AlFgEi ZRads vid Axd F Ay 4= v spgaiisd),
xR ae] AAl Aujze HE&EE HAE Aot EFE o] 907 %%—8» 73%7} AR R DA -1 P R
Al ol ZRage] e HEe Aol HFHE AddAstE zlo] I A7 gk B dAFdAE
2RI wiE & HAAR ZEadfe]l AHd Fd W AA Wt ‘ﬂ“gokﬂ dols do u
TIPS FHEA @i dAA F dEkededl ZEafe FAsta O o o]o)A @fsgs};
WS ATeklth Z2afS dAEAG $omEA £2 Fd] A= ogﬂ o8 welelo]
1= AWET ToT (Treeof-Thought), F=m 714 S& ol galo] ta olo] weALIMZ u‘ﬂi]%
*3” sk 2 F APE X s #1587 98 black-box HA VM-S &8 o] A4E B3
Python ZZIelA A8 =F o7l LA uf AFoz 43 & T2 amls ojoja Hash=
Axolotl & FdEdon, 2AFoAE= Python & AFE3E BugslnPy WX mlH9 crash HI1E5S
ARgete] Ao 11.3 % ol 92%°] A HFES Bt

M

l

4>

1. A& olde 2o Foly 2AEE WA SIS vg-
WEHAE A7Zbel BEeS dov)x v A
Ak 2009 ol 39 Genprog [1] ©]F, HT7HA A= A Lart gk
B 25 g 13 A (Automated Program Repair, NPEX [22]+ Java Z=13ojA 23 ZF null
APR) ¢17-E0°] aHJ. 7]€9 APR A5 pointer exception (NPE)o] ZAF S w), Foj1 gAE
axEdel HAE AAste] HOig B WIES glo] BES o]&3le] A dAE HFg olE
AEHoR A= dd FJFsta Ak olE Hd Y& 7o JEAREC] NPE & HAXIPd 6
Be A7 [1-7]eA = el s Adste o] g3 EHAS FgFdy. 2§ rTZIaRE o] &3
H~EE(failing test)¥ WIrol] A#glo] AFsh= AEg A8 (symbolic execution)S s NPE &
Bl ~EE(passing test)S oz W=ttty HA sk, FAEd F= Q= "HAES FEH3Y. NPEX = Java
FES 4 FHES AES F Y HEEESS IR0 )‘esﬂ Z NPE 7} Al Fslo] 53}y of
”833}"4 RE HZEE AFEE AFTEHd dAA= xR A T A BRE 9 gled 4
Foh wEkd 7)o AFELS o] Ao T2 Qi
%é‘ W& SRES At A AFES Eole Casino [2313 Gresino [24]% HZAEZL Fox
ol =4-& 911 Qi) A FES HA FHREC IS W I FHES
7IE AFEdAE ZRIOHE] A g a&doz HFshy s AFEoltk. APR A
Zolattal AA st s Z2alESo A AAZ X s AL F HE2EE Adgstr] A=
THE AEste WMEAHoR Hudsia HXES 29SS vfH AL oF sh=d], o HAgo]
AgstHA A= *M%}i Atk A T2 Agja dubHoer QEL~ EIIAELS RE
HIE S A& HAE Ao|~7h §li, HAudy HiE HAEE /‘]33’3}‘* A Alzte] o] Adt)  Casino <
s HHEEh EHX]";:L HEshe AL wlg o9 Gresino + A|gtE A|ZE Ulof] w27 2] & ZFtold 4=
AlZkol Aot T xg o] AAR #jEFE  Fo AT o] AFE T T2 S TSt o A E
W 7F A stH AZbe e & obr13 4 QdT) uhebA *3*3014‘# stal oHds] AFAFLY HEE Aol
HJ3E o] Fof] A¥Eh= AlZhel WIE AERe] 4] g g 3},
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o dA4ES TR A
ol olef w27 )&t 4
TS f8 oAds] ZEIaHES
SHAIZE Aok E3E S A7 WIE
g1ty e v Teads QAHuds
HAEE 52 A5 AAS ddsoF s
W1 FHo] gug Fole TIPS AH
Aesfof ghr},

219 SAES As fl8l Aol A=
Trage] A8 =F o 9(exception)7} LA A
ZEIaMSE AR FESHH gal dAAA S
A=l LR ;o A E AL T oJojA
At AFE APt ol & H3), & AFdAE
ZRAA AZERJNE VEE Fgete] v Haded
ZEIOMS AIEJESY Fd= AFFsta, de]7t
A A AgE Z2AAE Bt dxE A 2
Agotil ZRIANS ojojx] AP F JLEF Gl
HAA g3 2o (LLM)¥} Tree-of-
Thought (ToT) [7], Zzeg]a =W 7|¥S 83t
of| & wAIx| e} 9] 7} ““@6“0 we] g 1A T
Aol ARE F43 A T THo JH sn=
e zmage] od ARE T

Aetes FAdskglt

shx|Q1A] AFstrl & #HA
ZEase AR XA
ZE o] A 249“0}01 3
A= Qb HeE A (side—effect) &
PN

T7F AAZ @yt A=A g
Python < ©]&3&] Axolotl =
A Python Z4hx =2
EO]-%% BugsInPy

B

R

=

2%

3k 2d

al

=

3}7]

g

do
ol
==

ol

oL
ol

f““” e
=P -

e W (m b

[25] A
a5 oA 4ot dAstE
Z,:xlg}oq N*&JO ;qzsgo]_Oﬂ]:]_ LLM ©o =% GPT-
ARESE A3l 9299 HIES ATHOoR
APom Pt ow 11.3 o] A},
gokalE, R ATelAE  Tew
RE LTl

o 7 Ay~
.J.ilﬂﬂ
ﬂié%ﬂ
H2~E7F gl
27} M1
B=A AS
THE A B Are 79
HolH & ,M_iéi el
B https://github.com/UNIST-LOFT/axolotl
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2. 9173 A
2.1. A% ZT=2349 +4 (APR)

6 °
1

=)
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AZEYBEE &g =27)

719 APR 9tES dubdoz dvh) ¢ EHe
HIE5S FAHS F= Jexd JAFstn on, ol
A8 9 £ F49 dAE A A FE
o] FaL .
webd 7]Ee] AFELS FE XE 9 F YAEE=
WS FAow AT ‘EP Genprog [1] &<
W7k v T2 I=5 WIart Aed w7
HYsle] WxE  AYAsHH, TBar 2] 52 9%
HEZ3S Al8sle] 54 dde HAES YT
Holl= 2 o] 2d (LLM)S AH&3h Jﬂila
sk AT [5,6,717F Es] s gl
a3 12 7|9 dubEl APR A5 9] ng EES
HolFm 9l dHow A HAE (failing test)?

A8 EHl2~E(passing test)E& wo}, % $HE YA
% 7} $HE T2 H&35le] Hduf HiES A

HAEZ A3t g9 3% TR/} RE gHAES
Aty Y Hxe= a2d%3d %] (plausible
patch) & ®F3tc},

2.2. LLM 719t s 2] A

o

T LLM & &85t fix& st AdFdAe=
Chain-of-Thought (CoT) [11] 7]|'H& AF&3}e] A=
AT CoT & LLM o #1x S o343 o
WPAE 3 He] ZTFIETHS ol &3] HlE AAEA

L

21, HI1E FAHI g o8 AAHE LM &
olg3 M= 7Holt

Nong et al. [10]& ®Het 9% (vulnerability)ol
g3zl g AAE A %’4311 CoT 7I¥S
ARG o] EatollA= WA LLM & o] &3] =
ofw gk Bt o] A=A Felsta, OH% Hel 9]3 o]
olge] A=A A F Al AgAE A= A
A #E 9@ LLM & ARE-gho

San2Patch [7]= RE<F 3ol dl-&3t7] ¢ CoT &
843 Tree—of-Thought (ToT) 7|HS AFg3T}
ToT & CoT 9 7t #AolA LLM °] 39S AT
o8 e $HE A T LLM & o83 SHE
A4E WA =2 HFE W2 $Ho A E
THAM AEHEE WS B 2 SHS Y ©ol
AHg-shot

T FHTe A A T HREE Agsie bt
A5, sl AU HAE A3 58 LLM o F7t=
AFste] v £ FHY HAE v I=Y V|HE
A7} o]Fojx i1 ¢t} ThinkRepair [41]S A=
Hg3 T Agdy g2E HAHAN Yy A=
=wo g 83 v x| $RE A

o=

2.3. TZA|2 AIXRJE
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CRIU [8]% Yd&le Z=A~2E WEZ (CLD 3444
Zhete] ﬂlﬂ;LEé}oﬁ g Zﬁ}é}—t— e
A& o}ﬂ% F5o slEd 9dSs ARgste] ZERAAE
B3 & oJoja A3Yst 4= 9t} T3+ Docker [9]9}
dol  Agste]  ZE ME AFZEJET F Q&
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3. TA A7)

a8 1 2 7]$ APR AFE9 dutHd zES
HojFErh, o=z Ay HAE (failing test), A%
H~E (passing test), W17} v ZTZaxS vk,
WA Ad 932 &4 (fault localization) S 3] A

oA HAE AT A& Fevh 1 F, v
WHEE] Ay 7.1 4 FD)E 3 o #A4
FHES AT 1 Folle 7 4] FRES shH
Zrage] Ags A9 H2EE AdIysid A
gl woF e A §“E‘r”"
A HEESS A8 25 AesteA

zE HAEZLA] ®F AdEstd SH%‘ Jﬁﬂ%
l?j_cf?} %] (plausible patch)® 53t}

o] ZHAAE Y TR HXAE Ao|xvt
FolAof star, zt Fx|nit}t HAEES ddsjof drh=
A7 ok exnk TR ase] ojul MH|A FY
o= HAESS WAoo s Adgdd Azto] gli
AAle] HZAETE FoyA|A] 89-= Tt
A7 gmE  Fol TEIaHRS  ASHEH A
Adsfor  Frk= EAZE dAIRE AMuH]A F<d
ZRIOE oln o] Agro] XEINS H
Nz‘sgsﬁ 027]_ Hlxgsﬂtﬂ }\]Z-] o7 1:}/\] Eo]_O‘— 7—]o]
e AgAY E7bss AUt g odE &9,
Aol Ao ALE3E BugslnPy [25] wWlA|wi=
X% fastapi 9 httpie TR 9 A Ho|
AHEEC, AWE FdetY WIaE AT
A Ak Aol E7FsebAY Alzte]l e A

HrES HE

S
=

Sl
A Ea

=
=
01- O k-
w5
=] O 9
AT

L_

ol
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A7 gk wed 71Ee] APR A7E
WE F7} ohd A shgelAe] Aae A
wepd] Zeode WE ol

& T2
gt
a7k EAT G5

(o]

Zggde] AA HAE Aolx glo] o9yt whala=
AVE L. Rl ®  Rzrgo] Qe A A
w2 A g = dofof gt
4. Axolotl

EERERYE

try-except & & ’—‘
§‘;§on|“6

HEAH

2
Il
0

12|

S A

il
ot
0
0

x|

9 2: Axolotl & A&

4.1. e

a9 2 = B AFE 3% Axolotl o AA 5SS
Hojgr, zZ2adfls sty Ao Aseozr 7
S50l B4 (body) HAE try-except & R T
EZaAS At 2@ Ag Fo= 9% AA
T oA Eold AIAXJEE AHFHoR AFg
o o] 7F St WA dx] FRES AT &, A
TIE  AINRJNEE BHe I JdEHES
AdstHA g w9 HAS dE] 7 A=)
T2 BAE (side—effect)s FE3=XA
gttt s 7F eSS dor|x o thA|
AAERJNEE Eel9 #HxE A&ste] Z=2a9S

ooy Al A Y3ty
4.2. try-except & ¢

try—except T& TR 28 Ao xEowr 7}

7)
o] FAl(body) HAE WA= FE|R A
ol B3l 7 FelA dej7y wAEtA
except =0 & o]|%3to] Axolotl ¢ A YA GA=

HolZht}, try-except 2 AU o= Python 9
bytecode W oA AFelsle] ZZa@e] Ax FE

Aol7} F/4eA gka Zmade] A A7t FAE
2 3}sksl ot
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&

" x| 49

% 3 WA Fu Y 33
43 T2 AIAXJE

del B Al A A

I?‘ = <<l Efcj.:l‘j’\gg—i
Zolo7] Hd Axolotl & F7|Ho=m Ay F9l
Rt A HE) 2 A Es

AAEZJQES AZIG. &
Q =]

ZeAs AAE

Astget. AIFQNEE WL IRAAS E3
Aste] dg Zzae] AgS WaEsiA] o
W=7 gl

AgE AZXJNEE % YA 2 F8& F g
949 HAS AP w B AN g T
A4S AygPsew Beeds AAXAEV HAE
kel Rsly] dojojof HA7F A8 4 =],
QR ZRAzoME TR YR s o F
glomz 7hg FHol Add AAZJETE SiAE
35 o)A AFEYEA BAET £ gl oS 93

Axolotl & 7} ol AXGE AZEJERE HV)=
Zo] opd ZlEe] AFPYA AAXIJEE AL FA
HAyste = 57 AdEry] FRe
Zlo} B2t}

® 1A A4 A A8 Tex

ful

91 ghot | <ele] 21>
<stack trace>

<Target Buggy Function>
<H7] FHE>

Using the information above, create a
detailed yet concise description of the

exception. (5-2F)

o
H

66

A2ZEYoaststans =2%)
Ast 914 | <Goal>

Your task is to map a provided <z*+&
£121> to the specific code snippet within
the <W7] &>,

</Goal>

<Instruction>

1. Read the <3+ 421> carefully.

2. Based on the <dl¢] 5> and <A,
identify the **SINGLE most critical code
snippet#* that needs modification. ($-2f)

A=F AA | <Goal>
(F=h)
</Goal>
<Instruction>
Please follow these steps to
generate a robust fix strategy:

1. Analyze the exception details.
Fp)

=] WA | <Goal>

Your task is to generate a corrected
version of the provided <H7] 4>
based on the <z %] H k>,

</Goal>

<H7) g

<H A A=

<dl9] AE>

Message: << €] A =]>
(%)

4.4, 9% Tx QA

z2as A =5 oyt #Astd, 4.2 29 try-
except o E3] Axolotl o A TH A GA =
SIRSia=

a§ 3 oAet Zo] six] FHE AT =
San2Patch [7]9] ToT & AR&3ich A o9
TEAQD WS Feoteta, slY oA ofHE
IHAAE Fe o HF AFE 2 v AA HHA]
e (e}

FERES AP HAgol = ToT 7IWE
5 o

qgael oy ews we ¥ oA L SwS
dege. ® 1 & Ad 7 3EelA Aed
TEITEES

dojo] i A<l (root cause)S dotad woji= WA
9] @F HAIAeL 9]¢ stack trace, ¥l T2
o FEE o]&E o 9o Wi My 2B
Y91 Sygom k=Tt 7 3 ogx YgRE FHS
o= Skell M AL dlele] Ayt i 9], stack
trace, W17} Q= FRo] AA FEE TEITER



KCSE 2026 H[28H H|1= (2026 St AZES

e o 2

2
rr
i
o
X

== A E R w
2L N

A THE Z=t

= ree-of-Thought(ToT) H=F&
A A wEESle] A
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N
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o
2
>

g F
M &
=2
=
AgE AAENEES Es}
DAEE o o7F e A
o 97} Wbl ko 1YRdt g
iy

WA ThA dEF A GAR Eoprbed],
= T 7)HS ARSSh 7)Eo] Audd
7R ZFEIEC AFate] AR HFs
a2 5 dx FHE A2 AAHE dox
FHRE

e

>~
=

2 4y Lo O?‘J
Ofr
=
o,
o
N

K
=

T Hwe
_lol. HU O‘IN
2
o

e

olo
ol
o ¥

g

N
-
ol

o

o rod
el
=2
oo

>
é‘N
Hu_t
o
i

L
-0,
X
o o,
> ox
i

Mr
=i
o

gpess

r(‘ L o, XN,

ﬁg:i;.ﬂ'r;mimfd%
Tmn 2 o0
o T -

)

=21

2: WA A4d Wol 74

T3

7heek @ 5 Wd Mg

A (negate)

HIE f37], @ S7W3E, B4 gles
AA

AR Bl
Enum
bool

int

HE
Gk
Gl
BAYAHA|

tYEe el g
str 14 A4 F ofE
Aeg wds} Ao

H57]
EA /A, WE A1)

H
HRo £ ARRI/ATA, HIE HR7], B

¥ str 71F A&
(o)
)

iy 5l

9 A A8

4.5. % 29 HAA

= O

2% HAES AT Fdde A #AE0
Zaad WA FAE(side-effect)s Ho7]A
geA Fdsty] & e @9l black-box  HA

7IHE At WA 7)E TRaw A Fol| A4
FAY AFAEJNEES By & gRE YLy 1
Fo= A% i g5 JAAES gdsiA A s

Mook g gl e AHE g 2z Ay e,
Ao gelA eelh WS 2o A4S dxw
FrelAel A9 A4E Helshzd, AL Gl A
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=)
3]
el
el
>
=
toi
rr
£l
oA

o 97} wAEE 2
s A} o] 42
7k olew

ECEL LR

P2 EFEte] Al A 7}
|7 &2t ket ARy
Xz BEFste] Y
F IR IOHE oloja Aggity,
LLM o°=2HH g 9 wom WA g4
Wxg Hgsct HXE AL wol|= Python uel
Eow o] ¥ compile O3+ o] &3}
bytecode = ®3Zg = I FEo  wIZH
bytecode & &3t}

A4S APt wole A Fo AAES
Hol(mutate)dte] A3f3t=d, AFL [30]04 Al&3=

o
>,
S~

Wol qtHES Fuskgth. % 2 7 7 Python
ZIEEEd Hed wWeol HES wolFa e,
MAZE 7ol obd  HARE FYad Aedls
2o Hn WE(feldE wEbA o AFA R
Holgth, 9 sht AT vtk Wo] S A
10 W7bA) i shAl 283t
ez AV 10 24 sy, v A=
g AE AR ¥ deE AI3dd. o Ay
WA ok qrell H el s dAsHH] w4
MZE oot wAst Zxd HAz LRI
well = whAl A FE A GAR mohrhsd], o] )
HA FEE AT woll= LLMol #28 % FuE
gewon AFste] V& HAet e A FERE
g gt

5 T7&

Axolotl®] AA FZx+= 4055 ©F¢le] Pythono = G438
st om Aol TaAA0 AAEJINEES A Gt
E#27] 9138 CRIU [8]1F5 A-43}%lTh Python &1
oA delE ©AT F JYEF  bytecode [26]
Python #lolB&8]E AFE-3}lo] Pythone| bytecode <=
oA e AA ] try-excepti g AYdTh A
THE A7 Y8 OpenAld GPT-5.2 [31] »dS
Abgsi o, vk LLM RES zhdskA F7be 5
ALt WA HETS S HAL AAH R FHI L
U & RS9 Wel gt+E 2 AFL [30]& #Faskgltt
(4.54 1),

6. 2%
6.1. &7 % dxv=
ool AFo| M= Pythons WA o= 3t 7]&
AT [27-29]el4 &3] AHE¥ = BugslnPy [25] ®1]
uf=o A 2ol AH GYE o= HIE F
Aol ErbEd HIES ALty F 2600(FE HE
AAsEE T, %L Ubuntu 22.04.5 % Anaconda

= =

v24.11.3914 Z8a}3ie,
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oK
A
L
>
o
toh
i
MO
12}

E 3: Axolotl®] AF A Z+ @A 0 HAPETE, XE A AAE oudct

GPT-5.2 Qwen—-3-Next
L1 L2 L3 A AIZE (F) L1 L2 L3 A AR (%)
black-14 | O 0 0 679.1 0 O 0 650.73
black-16 | O 0 X 714.5 O @) X 673.79
black-17 | O 0 0 668.13 0 O X 645.73
pandas—49 | O 0 0] 699.48 X X X 109.92
pandas—=77 | O 0 O 842.0 O @) O 668.49
pandas—-99 | X X X 325.17 X X X 182.92
pandas—102 | O 0 X 698.49 X X X 101.86
pandas—117 | O 0 X 700.17 X X X 111.63
pandas—142 | O 0 O 709.16 O 0] X 680.81
pandas—146 | O 0 0 713.99 X X X 153.01
pandas—150 | O 0 0] 716.2 O 0] 0] 683.77
pandas—-160 | O O X 742.17 O O X 664.85
pandas—168 | O 0 0 865.48 X X X 288.35
scrapy-15 | O 0 O 698.94 0 @) 0 676.81
scrapy—-17 | O O O 670.87 O 0] O 647.84
scrapy-29 | O 0 0] 1338.78 O 0] O 649.81
tornado-9 | O 0 0 673.78 0 O 0 656.74
youtube—-dl-5 | O 0 X 730.1 X X X 88.97
youtube—dl-11 | O 0 @) 691.89 X X X 62.21
youtube—dl-16 | X X X 276.28 X X X 157.07
youtube—-dl-17 | O 0 O 702.73 O @) X 684.41
youtube-dl-22 | O O X 730.73 X X X 161.4
youtube—dl-28 | O 0 0] 671.54 0 0] O 652.21
youtube—dl-33 | O 0 0 695.02 O O X 656.13
youtube—dl-37 | O ) @) 668.48 X X X 94.01
3| 23/25 | 23/25 | 17/25 14/25 | 14/25 | 8/25

AEE | 92 92 68 678.19 56 56 32 428.38

LIM & A8 Eelz GPT-5.2 [31]15 AMg3lgom 6.2. A7 AEF (Research question, RQ)
ZE A~ AR Qwen-3-Next [40]12 A&}
B = Axolotl & o]&38le] Al MR A
¥ 4: BugsIinPy #X|rt3 A Agol| A& ¥ AR &ah7] f3 S 78kt
sz W AS e RQ 1: Axolotl ¢ &3} Axolotl o] dul} B
AdelES 4T 4 J=71
black | 3 e RQ 2: Axolotl 9 &&A: ¥HAES AL
Aot d ey o8 del=71
pandas | 10 e RQ 3: Ablation Study: Axolotl o] A f=] Al
AREgE Al 7EA] 71 (RIERD AR, ToT,
scrapy | 3 g=rho] dx]e] Fho 247t dup} JIdS
F=78
tornado | 1 RQ 1 & 98] Axolotl & BugslnPy wWXxu}=0]
voutube-dl | 8 2 -8-3}o] ?5_ Me] W & dupt o] AT
A=A Atk RQ 2 A= 25 e WIaE F
3|25 Hxo AT HIEoA HEHoR o AL
Alzbol  Agl=AE  FAs8th. RQ 3 oA+

68
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Axolotl o4 4% 4ol AL etel Arsh ToT
W, =W ghgel zzk djx AAel vk
Ndst=ASE Z4a7] A8 2 Ee e @
AAE sl AnE WaLald,

ToT o 7 BACIAE 3 7o) S9e Agatel o %

g we FEE e SR ddsad. 94
Azel Ased Ad 2 W w3 Yyor Bopt
HEms AFgshy, 7 Fox Asfstd dix] A=
{33,
6.2. 43}

if src_txt[-1] != "\n":

src_txt += "\n"
a8 4-1: ¥l 3= Y
src_txt[-1] != "\n":

src_txt[-1:] = "\n":
src_txt += "\n"

a8 4-2: /EAR A
src_txt[-1] != "\n":
len(src_txt) > © and src_txt[-1] !'= "\n":
src_txt += "\n"
% 4-3: Qwen-3-Next 7} A3 9 X
src_txt[-1] != "\n":
not src_txt.endswith("\n"):

src_txt += "\n"

19 4-4: GPT-5.2 7} A X
3 4: black-17

6.2.1. RQ 1: Axolotl ¢] &3}

¥ 32 Axolotl 9] ¢ AFE HAFY, %o dFS
GPT-5.2 9o Axolzl Q2EZ2 Qwen-3-Next 9
Aztolt}, HxoE= 3 Mo Ayt Ad&dH, L1 & HiE
deE 3lysteE dod et A9ola L2 = Y
A3} 27 kel 2RSS wEoUA] & A
L3&= /MdAt A9 oxof dAg dxd 49 49E

BolFEt) o & 9], GPT-5.2 9l A pandas-117 ol A+
dels AdFxHo=m Iyt g o
228 wrEoux] QXN Al ]

ds o T s2fo] thErh L3 o A§-
Aol AAEo] A= Hx s F
NdApe] s x| e} on| A o7 F5ehA| FE ST

;

my
— AL

S
HlwE&

)

2

44

69

3]
el
el
>
=
toh
rr
Mo
oA

E 39 L1 ¥ L2 oA GPT-5.2

B Qwen-3-Nexti= 56%9 AH&E5S Ho] Qwen-
3-Next Rt} GPT-5.2 7} ¢ &2 ATES 2T &
L3 oA GPT-5.2 ¢ Qwen-3-Next oA 2+2} 68% %}
32%9] 4FES Bl L1 ¥ L2 of Hlg] ¥ AFES
Heloh
L3olA dade=z v 4FES Hole T4 of+
LLM ¢] 4¢ 3a& H9d Sx= fxs A4s]
Roltl, dE Zo], 18 4 = black-17 W19
FEE HoFEt, O¥ 4-1 9 Bl FZoAE
src_txt 9 o7t 0 ¥ AF src_txt[-1]°A

IndexError 7} WHA¥3ITH 19 4-2 9] skt 9 x+=

src_txt[-1]1S [-1:]12 WAt EA<EY A77}
0 ¢ W= 7§38 FA(\n)E Y3} A 1™
4-3 9] Qwen-3-Next 7} WA H 2= 129 len
> 0 = F7ield, Hl #A4EY AS Y EA4E
Ak Form=z kAl mjx e} 2ol drEA| ARk
IndexError d9]& =AAF|AE &erh wHH ¥
4-4 9 GPT-5.2 7} AA3 A= endswith()
HAssE  AREste Wl ExEd A fol= s
TAES skl wElA black-17 WO A =

Qwen-3-Next ¢ Z-¢ 49 3]vd= Aot
sgasle] el s sixsh= Wtk ubd
GPT-5.2 & 7&=zle] olx e} "k g x& A AT
Axolotl & e o#lE gds= e, L2)
£o 4SS WoFEYo, MRt o wrkA] shetsie]
7154 HHAES Z2E AALIE AAste dHeds
SHAE BT

6.2.2. RQ 2: Axolotl &) &4

<3}
AT

)7t
Z(oF
W = A
ER
A==
Al3ko]

% 3 olAe 7 gy A AJIRS HojFal
GPT-5.2 oA+ H¥+ 67819 =(F 11.3
285931 Qwen-3-Next o|Ax i+ 428.38
7.14 )7} A2Q%¥ o] Qwen-3-Next 7} Tl
sk Zle #EEith GPT-5.2 & A&
YEYAES B3] ZE2ZTEQ S-S Favtolof
2] AA3E Qwen-3-Next HU} U E=
o @ol] Hasirt

Axolotl & A3 A7+ RES X HES Y3 s
@9 HAo AFgEY HAS ] A A E A=
Hol+= GPT-5.2 ¢ Qwen-3-Next & A}8399S o
HaH oz 747F 126.19 Z(2F 2.1 )¢ 92.38 Z=(oF
1.5 B)7F 49, #x AL ]l w27 o] oA =
A BT

T CRIU £ o]&3lo] AAZAEES A= do=
HAgHoz 079 %9 W=yt TAse] A
oo A3 £w2=2 g4 A eA Fe=
Axolotl ¥ GPT-5.2 & AF&3lS w <F 11.3
2awo], TRy A3 TERIAPE L

f— o= -

‘

ol

= A2

=



6.2.3. RQ 3: Ablation Study

=

=

Ablation Study Ha ol A
GPT-5.2 & A}&sﬂ Axolotl o A x|
ARESE Al 7HA] 8 42ES S Al A s
M¢4d2}&i§ﬂAHMUA‘§3]Wﬂ
#EEA T 6.2.1 HollA L1 3 L2 & AuEo]
o 2] 3}e] Ablation Study o4& L2 A3}E A
a9 5 = 7 845 AAYE WY HTE
AR Ag-ol= A8 Al7to]

BAFET ToT 7F gle

J&E]

=
=

7F wska Axolotl % 59E L1 AT ES 715 PA
o] dRl¥ x| Hegs FESIe HAo] glern=
fa)e] Fdo] volx] L3 AT ES Holxth v=ws
AFeA e Aol LLM o 7|Ed Augw
ANE dA Reoz, A2 A8 F oA A1
AT g BAFAY A BE T
54 AnE AFsSd wgs 9 A" 9N
Aqasta ®H 4g 0 ARG At 4g R 9
HEEe wa
9 49 At deE adgown Vs Fo
FA9 AAE WA YY) GAA A 7 axt
25 AREE woFy guk
° -1 200
0\?807 E : Ilj(ectlme ) | oo @
1’:360’ 200.%J
%40* o l% 150'4(-2
5207 %I o 100%
50
0 é Ho

Axolotl w/o ToT w/o Feedback w/o Runtime

% 5: Ablation Study A3, w/o ToT, w/o Feedback,
w/o Runtime2 Z+Z} ToT, H =, 538 HARWE AL83}
A kg wo] AFoltt =AMy g ddE= 47
L13} L3 Adola, 3k AR F A8 A|Zto|th

7.EE ¥ A

BoATdN S wzaw Ay =5 wdd
92 5] A% BHoz gystgon, 4Yd
AAE WA EHA AR AR ol
A7 Sieh ol 91 Ade RQ 1 ©) A% (6.21 4
FelAE BEE 5 Qe L2 oA @%ﬁ24
Ly o dAT AF A9 BEade pse
WS gort WA TEae] Abg At QoA
e wagel WA 4 U ol Afels

70

Axolotl ©] 288 A2 Joz 7+x 5o
Eorhe dgAs 449 5 dn
T 6.2.1 de A¥ Ayold L1 I L2
Tdetd), ol # A9 HAS o
Al A Fe FEF AAE
wolth, HA7t AlZe delE
oH WA A= AAE 49
s, o] W Wy @5t d9E
Azl AHEE
=7 /\]EE
dorlA e ¥

=

lo

WooX o, N rr ol &g

O o mr X N XN

( (
AV AV

oo
0 e
=)

¢

Q]
=

j

. 4

AL

_;
_H'«Lélo

Xﬂ &8l A
sk

=y
fLN

Xd"ﬂg try—except #o2 7H%
' shrpol Al wAE o &7}
Fatol Al Al 7hsAdol
LS, BAEE o)t Egk Aolal
?alﬂ‘ﬂ e T o]
ol olm Az x| o] 01%
Ur‘ﬂx] o 9]oll uk Axolotl &
BodFdE LLM 7HA =
17} 21Tt BugslnPy & APR 04?01]/\1
AREE = WlXutA 2 LLM o] o|n] MIa1ss
7bFsAdeol oy, o] A= LLM 7]Rke] ‘?z?

o] Data

e % 3]
kil

rlo

[6,7]1% Ff3taL 2

o] $Ey 43S Python o8 23&kg] o
Bt 7 C, C++ 1 Java 59 tE dojo =
Agsr 4 Q. o AdE SHAE AARre=
ZEad A&str] el HFE Tied ¥l
da3k 4 9k
8. #HA A+

8.1. #Hx] A

A7 ] APR ATolME o Wow e X
THES A & 7 A ES Y A 831
sz x3E HAE Ao A5 Adsie] RE
HAEEo] A¥ete AAES £33 Genprog
[1], Arja [12], Arja—e [13]& 3}x] $HE A7

sl Fd Zzae (genetic programming) 71H&

ARESG W Qe ZEoA AFE,  #Ad
Z2afye olgd ZEads ¥ Wdsid
xS WA}, Avatar [14], Fixminer [15], TBar
[2]= HE3E& o83 54 #dHe #Hx FHE
A8}, Angelix [4], CPR [16], Prophet [17]%
HZ8 S ARg-shAIRE jﬂ']% adH oz Agsy] 93
Aaeg A o 7IHE AREgth

Hole Al 22 Olﬁéﬁ WA E st 7IHER
ksl AF7F o]FojA A k. Recoder [18],
ARJANMT [19], SequenceR [20]& AEZ< <l¥
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A7 (neural network) EWS Alg3Eto] =
A4 skt), AlphaRepair [5], AutoCodeRover [211,

SRepair [6] LLM R & AL-8-3le] sfx & A4 s
8.2. WX HAF

NE A
ANE AFE] A

]_
Alelsi olgat

APR dF%E [1-7,12-21,23,24]&
TR AFE H2E
NPEX [22]+= 7HdAtEo] &3]

Edg olgd WAE

A3 HEH S
7&%6&3}. SPIDER
54 fys w5
KLEE [38]+
contrained A&
HSS AP

T%l

(snapshot  fuzzing)<
z2 e} g4o
2ol e AAE
9. 28

2 AFdAE T2 wx & Ay =F A
W27 wrAel A Qo] TS AR ¥l
A A & x2S FHslo] o]oja]l As
7] Areklal Python ZEIIHS o= e
2 T33sle] Axolotl 2 HWHsldrt 2SS =3
g3 A9 Hd 11.3 & <ol 92%9]
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SAHAROAAIAE(ICS) & &3 AXY 22 =§ 38 AIAHNAM 014 EX= Hedt 85 XNHEE Y
o, &) 22 g0 200 e DA 21 AL E+F0I0 2 =20AM=e &8 A& X-RAD
Of A HALIBSES AZERN A ZHUM MEASGHH, ot0IEelE O 2= 2-Stage 2
£ M F2E MM 4 o= s ME Jiss g L AZE EXH(Engineering Recipe)E Mot
SHCH. Mot molZziele (1) 28 &Y A IHE2 s&dte ZAHS Transformer Jl8 A & X
Jl(Stage 1), (2) 22I& XA HOIEH 2HE Z&st dl0I1E2IE OHE 2HA 2H SUE E=oles
& ED[(Stage 2), (3) & EE2 &S Z-scoreE2 A A3ot0H S&ol= Score Fusion dl0l0iZ2 A&
Ct. £38] Two-Stage Responsibility Decoupling X2 Eoff & Xl(What)2t S (Why)2 RZXEOZ |
SozZM S8 HAS P2 PEot, BAAA JINHZ(ACR)E Sdl AX =T Yo Egdds N
oz HEEHCH C-MAPSS 2 SwaT dIOIEHAE 0188 BIXE &5 Eot 20, 2 AUPRC 0.52952
NAB-score 92.572 JI20ol0d &&= 2HEXI(AUPRC>0.5, NAB>70)E AglotR o0, &H & AIE O

H 2208 M8 H2(HZ -18.7 step)E MIBES LESACH. £& swaT SHUM XSE &9 A

AoF AH 28 X (PRID)2 =2 FE4d2 22 #0156l & HE Jisst A MAHZML g4
2 & SOl

1. A& (Introduction) HZ)E HM3otH dHdds =0FX2, NNAH
MAMAHAIAE(ICS), &2 X, 2™ My 22 HEO st 21250 258 E2 I d20 &
S& 38 AAHE 4l-8 o] HMZREH D=0t = QUCH etA ZIId0 Jel AY92 sAH €4
CHHAZ AIHIE OIOIHE =&stCh Olddst AIAEN M FloldeE ‘B EA'Q A PO KI|IAOQI
HMB= Ola2 SEst oY dAHS LAHX ZUE Z280l E4A0|C.

=S, 22 XA dBigH(Rol, 25), dA 2t olsXs=S ?l st AT EN =3 8H(Software
ASA=EO =1, FAZLY FH 3 = =gH Engineering for Al, Olol SE4Al) Z&E0AME,
SAEZE HEEEC0 O2tAd &M &8 22 Jisst 24 s XNE2 UgEsS 90 AlAHS AEH
OIMEXIDIE () =I d8 s, (i) 2H s st OlAaE Il |RABH2 XS0 A7 200 &
oI, (i) A AHItsd, D2 (v) 29 ¢ =28 AAEN SHECZ SET)| fldiAds

BE ZEUNAL AZEN A28 BEHdES SAlO dxel, Jdeiz 2H Z2H, 25 2t AHHOIA(Y-&&
OF=GHOF SHLH. 2 ol 9H) 2l MAEQ HE= EIDL
£06| XI|I82 ol '0lA &M S9o g 2 X't s gEi2 YQAZHOF otH, 2 HHe ZASE
otLiet, 'AlM EOILL & 0ldH 2= HSoto MEZSZN 22| & O OF StCt. £0| 254
S ANUS2 HdHE2SZ EEs6t= 24'2 2 0IstCt. Hol(Responsibility)2 HESl= Hds Kol LM Al
JlES M H4=(Global score) =4& galg 0|4 2olg AIEGIH =A38HLocalization)otl  CHSotI|
AZo =EME &H6] E&ol= O |RlobAIgH #Ha 24 st EHol ZetN A0IC

ASHZ0 SUE=E FEO Ol&0A= AAMEC |0l Oledst 2HLA otlf, 8 =228 & AR
2HE MAIGHA 2ol 4 AlI2t0l XHE = SHAH Ot RADSl &4l HAHLIBSES SXAStHMEZ[1], 012

QUCH BtH 2H == X2 2o FH(HMHH & ENH(CBM+ < ICS)U HE M2 A=
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ngineering Recipe)' 2 &4
BHHOILF 0 SxH0

=l A= Z (Artifact) ot

Wx ton

k)oY & o
Z4 o oM I 2

&5l Acloty, 2 2=0 et

H S 274 HIAl: Score Fusion

|
JefiE R4S SHE FUSs 2%
EAOZ MAE2ZM, Crest &t

A
A2 Aes 2H 88 XNE= MBSttt

& AP (Related Research)

OI4EXI(TSAD) H+= 2

GIS-M=4 D18, JdcHZ JI8H Jd2ll 44 22 J|et

QCH?2,3]. TranAD[4]2t 22
QE= AIHES &I AE=HZ2
EXlotl= O E&Esd g2
2719 2HE Ol & olol
AlHEGEIH &HYot= o= SHAH DL
GAT[6] DJlgtel =

2XEE oEHE YAES=Z
SHE 0l A JEE dol6t=

vs OIOIE SAH) 0I5 &Yitsy

IHRL BXH NS KT
AW M8 2B[7] 2ol
= TSAD ZEES0l HoED
el IO RTINS BH0)
R BB 2N, (i) =EE

(i) Taerw Fss Mo

2o
b, §3l JI& HRE0 =2 55
Mol H= Hs dHlnol sl =2
CHel 28 0ls Al JHEXDL
g & AE EXHEngineering
A satol 2 ZE=E0l "1

2| A% L e
st YAD HEHE

XIld-2850lcks Ch2 =2
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ANHEE S8 Z& ZdsSA3 WOA  HMAISCH
SFAMAAIA(ICS) I AEHDIBEEHI(CBM+) Z0el2
IoleH &4 HAHULSO0 &0I80= =-otl, &
diolgetez  stastn 0ld R2AiHA dsS
gotetlte HINE ss2 38 #XE SHEHL
et 2 ==0Md Hetote =A2 Y= Hel,
otolE2lE O e, 288 MY =22 €2 M

st HH XNE=2 g MZ22  ZHeo

g AIAEE A5 O HAs ="4dd=s
astotld X THe 012 JtsdH g Aot

3. 22X Ho &« o AZ (Problem Definition & RQ)
ARANAM Hodt= OIAMEX AlAHS a2
20l Lo Cteg AHY /=R X, 111 € REXMQE AIE
tMe 28 25 2 SF MEE UEU= &2 9H
C, € RE 2 FHELCH AMAEHS Ha 2t ASEHES
JeHE 6= (V,ENE Holstl, GIOIM 2 Xl (i) €
Er= B 0 jol DIXle ¢S =2 22|& Jgs
LIEtU= &gt S XI0|Ct.
AAEIO xFE EEE2 US M JHK 24z

o=t

DAE to HE 04 & 4,

M9 IEo OIEsS

IEote M9 Hx ()2 2H S FEE

LIEtHLH= &AHE X 8= s,(t)E Score Fusion

dIOIHOIAN Z&SH0 AFESEHCE.

28 402 alarm(t) @ HZ =% A

AN TE TUE [ LMEt= 0

Ct (y, = 1(4; > 1)).

AUXl HE E(K) : Ol 3L Y& ,
ol H=+E JlEez2 IHE =2

= &% K2l 2H 22 oIt

M0
02

X Q)

all

fon W =
B
o

H
Y
HI
T
z
>

N N >
i
=}

Ir
>

-~ 2
Z H se

10

£ &8%ts HIXZ=(Unsupervised)
Ct. C-MAPSS OIOIEHAINAME 2 |%2
Ja 202 SS0 AFESHH,
222 AU2I2IF ISR %22 HA 2H
HNE=Z ggstCh.
Hotots Dy 3o Ze™ gg s
(Sl

| ?Iof Gt 22 M JHXl

Wo @ gy M0
L
o~ =23
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RQ1 (EX ds % =J14) @ HetE 2-Stage

T7X= CBM+% ICS(=Xel SdE)et=s M2 UE
Sd9 ZHeoA AE8He =2 A dsit
)| B2 SHE SAO 4 = UA=sIH?

RQ2 (8YJt=4) : Stage 29 &t RE0| MAlSt=
AR == 82 M AL =24

2XE(P&ID)2 Lot HEEN, =B 0l& E=9
Hsll 22H2Z2 J[Mot=Ih?

RQ3 (RERA Sld 2 &AH 2H) Score
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Fusion JtIEX a % o & XHEngineering
Brale  EXl SHdsi HEN oEs g2 Recipe)2 A AIGISICH Al & &A= (i) Stage 11t
Ol XI0d, &H AIAE = A dXUHE XA Stage 22| =2l F22|(Responsibility Decoupling), (ii)
HEI ZAHE HEH HSoteEIr? stolE=2= ell=( E* )o HAHF HAE  22l, (i)
ArE2(Artifact) A X HIO0IE(Regression
4. X-RAD Engineering Recipe Gate)2l HEZ=sHol AT, 8 12 2 ==20A

2 ZWlM= X-RADE ‘= Al 2E'0] Oofdl, &t Hotol= &k

—>

sy

lo|lE2|S oD 3k YN MME Jiss A3
o

[¢)
A
=

[ X-RAD Framework |

INPUT LAYER
Operational P &ID
S;"tsg' gf;a Conditions Physical
| C_teRAc Edges

v v v
PREPROCESSING LAYER

Hybrid Graph Construction
- Physical Edges (P&ID)
- Data-driven (Transfer Entropy)
- Select Trusted Edges E*

v v

STAGE 1 : Global Detection

Min-Max Norm
Sliding Window

Transformer Encoder-Decoder

Ecoder

Decoder
(2-layer)

(2-layer)

Mahalanobis Distance Scoring
a_th(1) =7 [(R_t-x_OAT ZA(-1) (R_t-x_t))

v

Normal - a_t~(1) > threshold

YES
\ 4

STAGE 2 : Edge-level Diagnosis
For each edge (i,j) € E*:

GRU Edge Model
g_ij: x_ijt— %t

Residual r_ijt
=%_jt-xjt

v

CUSUM Detector
a_ij,t\(2) = CUSUM()

v
max_{(i,j)SE"} a_ij,t"(2)
T
v
SCORE FUSION LAYER
Z-score Normalization
z1=@"N1)-p1) /0 1,z.2=(@"N2)-p_2) /0.2
v
Weighted Fusion
At=az_1+(1-a)z_2, (Optimal:a=0.7)
¥
Final Decision
+ Explanation
8 1. X-RAD Overall Architecture. Stage 1(Z215 &Y X)2 &< IHE 0l (What)2 E =061, Hybrid
Graph Recipe2 &ol= E*0lA Stage 2(SMXg 2tH &I ol S2(Why)E =ASEHT
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4.1. Recipe Summary & 2&& 2| Operating Procedure)E & 2| &t
2 dATe zae =l He 22[(Responsibility Algorithm: X-RAD Engineering Recipe (Standard
Decoupling)=  AlAEIQ 2ANE=Hd0 H2ALES Procedure)
=0i3tetCt. Stage 12 dGH 0l = e Data e 20l L &8 %L FHA Oold
dEot I dE sg€= 3Usotd], Stage 2= Dpormar 21EF Brist =&
SHEL 2H SUE AYUELEMNM AdHE A0IE Graph : SCIXAN(E,p, )2t SH (Egqq) S ZE0HH
CistCh. S35l 0lgdst #HY =F2elE AEFHo HSB H& 2cl= B 44
Jtsdez MEot)| o, 2 diAllle 2 20| Stage 1 : 28 &M EXJ| &85 L M
SYHoZ SWolior dte 'SlFH  HOIE(Regression Si(t) &rE
Gates)' & EZ&E =& WO HsSCH = 101 HAIE Stage 2 : E* &2 2 dXg Y 24 &5 Y
Hr2t 201, Stage 12| Xl &=ZHE Stage 22| Xt SR B Syt &S
2E AEfA RASAH S1-CP1~3 HOIEE Sih Fuse : Z-score 8% = IIEX a2 ZEGHH
sSHECz B30, Ol 28 2t AE&=4Hd= HHME ZE A, MY
'S8 ZS(Independent Verification)'2 &8 5le Calib : 23 HMEWAM LHZ ¢ 283 ¥ &
HAMOI BN HAHLIS2Z &ZsHL. M =g
Algorithm 12 A28 IEXIE Y 2 29 Explain @ & Al &9 KIf %A &2 L &Y
SHAHA  =4clioF & HE= 29 X (Standard o2 "ot
= 1. Engineering Artifacts and Regression Gates (Verification Contract)
Component Versioned artifacts (A) Regression gates (CP, must—pass)
Stage 1 (What) | S1-A1: && Itet0IE/seed S1-CP1: M4 ot¥H(24HALOIT)
S1-A2: Ha &3 SAH(Z L= U2 2AD S1-CP2: A SHAL(2CY HE)
S1-A3: s1(t) JIEH(BE/2R=) S1-CP3: Q12 (014 &5 F Al 88)
S1-Ad: ZAHY Qo 2IHE
Hybrid G-Al: E_phy 2H(H&/EH =X) G-CP1: slad/H & M
Graph E* G-A2: E_data 2H(SHZ/2E2R) G-CP2: 2 Hl&(2¢2l vs HI0IH) &
G-A3: Z2& 345 73 G-CP3: H4& Y otHH(Top-K HES)
G-A4: graph version ID G-CP4: HN #HE 3
Stage 2 (Why) S2-At1: oK 2g EXH(EM/XH) S2-CP1: & FA2H0IA Dol BtS A
S2-A2: s2_ij(t) JIEH S2-CP2: Xl B9 2AH(SY =A vig
S2-A3: Top-K 22 AJ|OHAIZHAX]- & 4) S2-CP3: Top—K & & (B & /seed)
Fusion / Alarm | F=A1: a, z-normalization &% F-CP1:a/t H& Al &5 3 B
F-A2: T &8 EXHAS JIE) F-CP2: & B -X&HH9 HIFA I 2X(2Y o
F-A3: alarm OIIE 27 FSRSSN))]
Explain / X-Al: 8% MEZ(Top-K, 2H) X-CP1: 8% HEH(ZHQ 73l 2= 0F)
Release X=A2: BFARA HOF AF(CHA/0tAY) X-CP2: ZAMKIE MSH(SY 2 52 &)
X-A3: E2lA MIAZIAE X-CP3: 29 B2 M HAE AHOA S
4.2. Stage 1: ZHE MH EXl (Detection of 'What') S1-CP(¥Z MIAXZQE)E Sl Hs 3H RS
Stage 12 322 AMAE Xip4: Y 282 ZdAdsS 22| 8t
LIEtlH=E ¥H ¢, E 28 20t 84 0lg &= 5;(HE
MESICH 2 dAHM=E FilM 282 8l 2% 4.3. Hybrid Graph Recipe: E* 25 X HA& &2l
BiglE E£0lH, M72E QA e = % — x, Ol Cist Stage 22| AH FE Z2t2 dt0I1B21E A= k5
OtgetieHlA  Hel(Mahalanobis  Distance)E CH&t o= Ol =2l J18F e Ey,, 2 GIOIE Jlet
20l H&tstt: Az OdlZE Egye o gElgocz  RHEM,
3| A 3H(Sparsification ESES, MZ5 pjecgel
s1(8) = V(@ — )T Z @ — %) e g TEE . mEee 889
dA EHIE ZI2E2E2k Al mps/is 8tZ
1 50l = Dew;o_l 3||§H% ;mgu %lu:, ol= E"= Epny U Top = K(Baara)
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StoIEelE R48=2 22F RXZ9 oOrE A 0t 4.4, Stage 2: AXE &3 & ct (Diagnosis of 'Why')
A0OIES Rost 828 RIIHCZ 26l =8 Stage 2= E* 2 2+ 9X (i,j) Ol CHoll 2tH &Xt
LH DOIAMIS: 2H HaotE HUSHH EZSHCH Ol =02l rje = H&0, CUDUM SHE Solil AHHQ 2
HEIel =20 E XA HEZ2 EHASOHI| S, 2 SUE EZFSHC

ANll= =2c& oA¥8Md XNs == JH0lEctel2
Shan 2 meot ses was mese i S = max O.Siea + [raio] = k)
PEID(BE HEZ) &9 =2cxd HZ JE ¥ EHE 2 B s,(H)E 2E AKX Lo U2

BHEGtH =2 X9

g (Adjacency Matrix)2 k= 3
2 (Skeleton) Q! E,p, & U2 SH S 2

TH, Ol= S2-CPE Soll |9 HYHo RFEE
= St
0l& ™0l QAEZI|(Transfer Entropy) S8

= EgH
e [==)
AEE HI0IE DIt MZ2H(Eu,) & &9 KIHE 4.5, Score Fusion ¥ & Z& &
ZEeCEZMN, d2JF XA otE A HOoIHS ASH S HHO EHE BS AHE=2 HASs § OIS
2 2EE 0IFs AH 322 =226l 2FE ZEol =S B E AESSHT
E*= HE ID(G-A4)2 &N ME2S2 2eldl, =el A ®+ )25(8)
- o _ - =az —a)z
A& O0ole 2H2 HlEs2 &ddote =2H HIE t 1 2
HOIE( G—cP2 )E SUEo=2M zSHO Z&EHH IHEX a = EX(Stage 1)2 X (Stage 2)2+9
M2 S E = ESHT. =R E Z28ole S8 A H=200, & 20
XEUS a= 072 O AL}
| Hybrid Graph Construction Process
Step 1: Physical Edges (P&ID) 46. 89 dE=2 L =HelAa JAOIE (Re'ease Gate)
Domain Knowledge 2 ZM Al A KIi 9Xe Jelez XIAIGHH,
- Process Flow BIALAIN A4 ACF )2 SOl &3 EZNES
- Physical Connections — = - ;oo ol _
» E_physical (24 edges for SwaT) ZESEHLH BE A E22 2 Hole ¥ JiE HMIt
i S ZAD0, 29 BAUM == H(Traceability)2
S8 5T
Step 2: Data-driven Edges (Transfer Entropy / Granger Causality)
Causal Inference _ i
- Transfer Entropy: TE(X—Y) 5. &8 &3F(Experimental Setup)
- Granger Causality: GC(XY) 2 HolMEs HMetst X-RAD dAIDS Rs42
— E_data (threshold-based) _ _ ., - _ — - =
T Aol |e Ag SHZN It ZT2E22 J|=stlh
¢ 2 s =S8 33 AIAES O Zie Hs4d=2
Step 3: Hybrid Combination 2 Sot)| <ol gxs AW M2l ZHEZ= M2
Weighted Combination 2 E49 HOIEAES &8}
E_hybrid = w_p-E_physical +w_d-E_data
(w_p=0.6, w_d=0.4 for SWaT)

¢ 5.1. IOIEA! 24 & T2 3
AlEles &= X 2=  Z=Z(run—-to—failure)
AlZ2dI0l& dI0IE2l C-MAPSS2 Al A IO Al AE

Step 4: Trusted Edge Selection (E*)

Top-K Selecti =

e ance score HIOIE Q! SWaTE AFZSICH. C-MAPSSE 28 X1t

- Select top K% (20%) DE PCI =2ENo2 PAE FD002, FDOO3, FDO04

-F include all physical _ _ -

L T (49 edges for SWa) MBS He5te X FE sHS BN,
SWaTs 51042 49 P&ID JIBHe] 2404 22| AXIZ

J
+E 2958 AS0

& 2. Hybrid Graph Recipe. =22

elitd= ZEol0 238 =2 32S ZAE.

1
?
N
[
oM
!
1
B
(_J'ﬂ
9'1
k)
30
=
b2
=

H 2. HOIHA oA SA & &8 &t

Operating Physical

Ddataset Type Sensors  Samples  Train/Val/Test Conditions  Edges
C-MAPSS, FD0O01 Turbofan 14 20,631 80/20/100 units 1 -
C-MAPSS, FD002 Turbofan 14 53,759 208/52/259 units 6 -
C-MAPSS, FD003 Turbofan 14 24,720 80/20/100 units 1 -
C-MAPSS, FD004 Turbofan 14 61,249 200/49/248 units 6 -

SWaT Water Treatment 51 449,919 360K/90K/- 24 24
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h.2. dXcl & &85 Z2ES

PE 4dsE2 HA Oolget2 #8ole HIXZ

Ol & & Xl (Unsupervised AD) 8822 S2 &t
olad Hel @ 2E 2% AHZE2 20l L=1002
Z2H0lEe &2 =2SE M, CIoIEAYEZ  AHt
S22 128 StrideE HE&HC.
s && HOoIH2 SHEZ2 JlEle=z &
Min-Max &HstE 2ot 2= dAM g2
[0,1]72t2 2 AN LS SHC}.
MEZS JIE 0 NEHES <o &ddel molZerel
H&E, D= HE(EY), && &3(Seed, Epoch, LR)
S22 '&dE ID'2 M WIS 22| St

5.3. I} XE: Z)|d, 385, £90Isd

2 d3s o FHETCE 40 AR RE4=

=otolo| /ol i3l 22 NEE &FEH.
NAB-score: £J| dE0H JIESXE 20dt= Al2t
s B2, SEX= 70 0|42z &3S
AUPRC: COIOIE =2Z80| Alg sFUA LHB
Bl 2 dHLULZ-MEs 282 Hoiisio
SHX= 0.5 0l&0ICH.
Lead Time: &M D& AIE OHl & ZE H3
AZ2tE2 step ©RlE SEHSHT

54. H& S8 2 HE DHAME

diAlTIe AR HEZ2 Qo L2 AL HIsS

T & EHC
Stage 1 Transformer /&0 2t o*d) 2
2&HECE JIN0, d=256 &Hds Sol dY
eSS N2 SHE ST
Stage 2 : SUXl = |E*|0l BI2IStH O(E*|-L-h)E
=otetez, astolEele =9 A sHTop-
Kw)E Soll a2 MOSHCH 0ldst 28 MY
2cle 29 UWAIEZ0lA Stage 12 ‘AlAE
AU XNEZ, Stage 22| Top—KE ‘EHEAE
JIOIE'Z2 Ol¥&dtH M3 = U= 3R
Ol8 2 M=8tCt.

6. 21 (Results)

2 ZlAM= 5E0AN H&88 A SHES HEe=2
o3 HE2 RQI~RQ30M O dHHH-FHH 2B
ZUME HAIBC 2E A" =Xes HXNE g5 &%
ol E==EAU20, Hetst 'Engineering Recipe'?
T4 RAS0 Xl dsit 29280 O0X=e SHE
T & EHCE
6.1. RQl: &X A5 ¥ =JI4 (Detection & Early
Warning)

X-RAD2 &l Xl d5 42 H 328 20

N 45 ¥ =H 24 5 @ 24 F, X-

78

o=
e w— O

RAD=

Olat=

=l
JIZ5t0d |EXI(70)2
E X ol=35
§._3:‘01|/\‘|
Z e |

225
GOl Ef
E_l- XI

of ALt

= AUPRC 0.5295

S50,
St

o BIXE &
ALAFELCH.

=4

ESS
or=

3

D:H:I

St

o=
&
s (Early

&l

(=]
=
=
=
=

X Zol X7

CIOIE{ A0l AI NAB-score 91.64
XU 32% A 3Flot=
£0|

£ 245t

Ole
s S30A

:1;31
Of
Tl otel

2 oo

Warning)

HOlA, C-MAPSS GIOIEfA! 7‘J'HIOH/\-I B2 -18.7

stepBI =208t Lead TimeZ2
FOO020l Al LIEI -29.73 stepZ
== 2 Stage

CZM HMAX
A=t

10l

‘0|

0 M © 40 Y of oY

or FE 0z o & Al HT

e
EELT
AUPRC(0.3687)=
AIAFBHCE,

NG

fo

ocCc
_— —

Ol A
JIelotd, Olcfet

RELEL

ol

=}
AL
=}

0 o)

I 3. Overall Detection Performance (

tE2 oA CH.

=4y
=

Olg=

|.X| jl*x%

(=
=

£0l

Hol oot

AA

=

<t

sEE

2=

St

2"

=1 3N
[l

rr xe Fl

Ol

A

Dataset NAB- Range- AUPRC

score F1

C-MAPSS
FD002
C-MAPSS
FD003
C-MAPSS
FD004
SWaT

94.65 0.7025 0.6619

0.6023 0.3687

0.6589 0.5974

99.76 0.6800

0.6240

0.7400

Average 92.57 0.5295

> 70

Target >0.5

+32%

Achieveme - +6%

nt

13.20

+70%

improved

g
St

=
o

=

=

6.2. RQ2: 89X} 2 Z (Explainability)
Stage 2Jt &t axl =&Fo At
AAEQ| =cl 8 ol ZAHE
=Xl ZZstCh SwaT OIolEA S
Jdef= X BEAFAI R JIHEE “43}3_

2t
4%t &L

s}
=

B ot

[}
gd

%DHJ

oIt
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o
Hl

e
I
(m
10
2
ot
o

1o
>
&
toh
rr

Mo

= 4. Explainability Results on SWaT (RQ2) 1)2 DAs M otolBele = AAIOI(EY)SE
Metric Value Target Interpretation mps|kelye: o9 ZZ(RQ2)= SYHo=z
Edge- Neeezh R=E 22l FEE Ks4=2
Precision@5 045 Measure  45% of top=5 match GT SOIGIUCH 0/ Sof =X NEQ 2% NEES
Edge- _ SgXoZ ZUIHHGD, X &s9 Mot glol
Precision@to o Measure  Consistentaccuracy Mo EmOI2 OXimoz HEHE 4 QUs
Fidelity (ACF) 0.68 Measure  High impact on score S8 FAMZS S2oAT
GT Coverage 24/24 100% All physical edges used
6.3. RQ3: FERA SIUH =24 (Ablation Study)
dgtd 2 DI &: Edge-Precision@5 J|&E 0.455 = 88 JIEX a2 dH0IB2E =z F2EDt
JIE5t0 240l X=s ola 2HI X 33 ANAEO OIXle &= 48t
FE(PEID)Y =2 £ZFE02 UXES OIGHRAC Uz E4: H S0M 2X a=072 W X
£3| Fidelity(ACF)Jt 0.682 LIEIL 202, Stage H=(NAB-score)t =728  ADE(AUPRC)OI
2Jb XI=8& 0lab SXo XXE FAGE B z Mo ZEES O0|2Ct. S0l Stage 22 2&0|
ZE Ola HLIl S90|6tH 2AEZS 20|, BHRISE a=1.0 AFW HLUHS M, == Z&
Ole S&E &£IZ0 dE22 ZHZA AEHQ 2=  NAB-scoreE SRAGtHAEZ AUPRCE
MNEICE BBSS YWEs, So/0I5HH MABIACH 0l Stage 29 2tH Al
Mol =22|o 0l&: AgNMoz =X 2 (Stage 20 ¥4 P2 FEZHS LEot FEQ
MIZIEE =0l 3 @ads ASstHl).
I 5. Alpha Sensitivity Analysis for Score Fusion (RQ3)
Alpha Stage Ratio I:CA;:; Range—F1 AUPRC Lead Time Interpretation
0.3 70% S1 +30% S2 88.84 0.4706 0.5139 +8.23 Low, but positive lead
0.4 60% S1 + 40% S2 90.53 0.5231 0.5999 -1.17 Improving
0.5 50% S1 + 50% S2 91.89 0.6107 0.6225 -13.23 Baseline
0.6 40% S1 + 60% S2 92.69 0.6397 0.5573 -25.48 Better
0.7 30% S1 + 70% S2 94.65 0.7025 0.6619 -29.73 Optimal
0.8 20% S1 + 80% S2 93.88 0.6525 0.5202 -25.52 Slight decrease
1.0 100% S1 (No S2) 94.68 0.6991 0.5120 -29.37 No Stage
Je=E X s Swar  AlE 2 T Z5 0{(Edge—Precision@5=0.45) St
Sl0IE2IE(Hybrid) OdHZE Hgs O =2 ZAXO0l EESHEES E o U= HAH
& &(Physical-only) #*4 CHHl Range-F10l 36% 2HE HBES EQIoHRUL.
SEMCIRALCE. Ol SO XIA0l MBote PEH StH At (FDOO3Sl & 2= =3F): FDOO3
OrM I COIOIE DIt IHEOl IZ=gls KAHE MEAONAM AUPRCIE AUE<S=2 DA LIEH
NSH0l ABNoz XZSH Ss§EHo ol4 SAS 245 JA, A2 O2 DR RE)t MY
SEMH U2 UHSHSS 20|&tCt Ola &= AMUAM |AEE 2XZE 20 g9
220l MotE2 EOoloiRUCt 0l & dAlmle
6.4. 83 L &I Al &5 24 (Case Study) Stage 10| JI& J|=& oHat=ol FHAHICI SAlO,
X-RAD dIAITIOt &AH 3& AlU2I2Q0M 2= 7TEUAN =28 'I%¥ REE NER2E dAH'Y
ARH HsSES AL Ze4ds 2o SgEcle 888 24It &
A3 Atell (FDO04 ¥ SwaT): S0l 282 xA 2Y M2 & TS 2 FEdE AIEN MyE
B0 ZEE FDO04 Al2lOIA, Stage 12 M Top-K oYX 2= o= 2 210E 40,

e olgs  =JI0l ZXotH  -5.82  step2l
=ol0let & BEE MSotALh. Eet, Stage 2=
OlMiet 2H SUE EXGIH J22 MZAEE
=J2M, S5l Swal #30AM= P&IDEE
HEZ) &9 =scl® o2y HEE AR &0l
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AI2+OI XI& 0l el

%

AAESl "FHoF 2

st
O

CIOIEAHIOIA'Z  KtatstE == UASS =QIoHRULH
et A

Ol 4ZEOWA  HMetst 33 HOIE(Regression
Gate))t ARNOZ LMol HY AAS
QI=8HC. =06l SwaT AlgilA g4dst GT
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2 MHHOHAIAE g3 A 2
AMAEIS OIMEXIE <o dtoIEelS
I Two-Stage Responsibility DecouplingS
'X—-RAD Engineering Recipe'E HIt3tACH
SHWA C-MAPSS % SWaT GIOIE Al
P20, 7 NAB-score 92.571t AUPRC
S5t EX st I dE2 sEs
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stepll &Y JEE Mol ERE Rsg4d=2
SHOIGHRI L.

Oledst X8 HWME 40, & H-1s= Al 2o
S ds MHedES EIotH &3 Z2& HOIEE
HESIEo2ZMN &Y SHEUAM S Jisst g ¥
=8 EXE Faslbe JUA 282 =&8H
IXE XU Sdl 2 dAlne d4s=22 292
oI HalE =010 EHEHESY =HZF= Ji0E=z
g=Z = AN, Al DEQ| & =29
X 2H(Deployment)2 JI£3I8HCH 5 0le 2 =20 A
Metel AA O RXE =224e g Fe=z
&I 2#F "ol s&E2=z HSot= ot0lEc2lE
= HOH0IE HAHULSZ HLEZM AlAECQ)
AOIEQl M2 =2 23E HEO0IT
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HO CIZE= AZERAN ZES Oloict] ME ot et iy M4ESOIXL, &M MY SHUAM=
XS =T A= &4 X012 Qo S& EXIF I ZASHCH 2 URE2 2 2LE(LLM)S 288t
HOCEZE NS Hd J80l Mt D AU, &2 8] 230 2/ Eots dd HAlz2 P8 2H| M2
elgf AN 2482 WE Jgd =TuA stAHAE 2ot 2 =22 4 Jg =Y

g

2 2 (Retrieval-Augmented Generation, RAG) 230N 24 Mo HEi) 24 A0 LLM D18t B
cEZE NS M4 450 0lxse s MAHRS=Z AL II/KES Jl8F M (BM25), 210 Il
ZM(SBERT), ol0|22|& M Mg SUSH MM ZAH oH0A HIWaHD, AR D¢ Les 8td 488
S EOLSHRCE Bugzilla 218 GIOIE A1(3,9664H) 0t Al JtXI 398 LLM(Qwen2.5-7B, LLaMA-3.2-3B,
Mistral-7B)2 (A CZ st A 21, ZM DBt 2 222 HliolAct2 tHHl CTQRS(HEHE 24 5)E
9 14-16%p, ROUGE-1 Recal(013/X HE ZZA)S o 19-21%p SAAIIE A2 ZACH SBERT
SAZ(A0IE HEH) SAl U 4-6%p HHZIACH, 510/ELIE M2 e SHUAM HlnS Y2AE 8=
E4S LIEHRUCH BHH Ol Al &= SIt0il T2t ROUGE-1 FI(M 3 & 2 8)0| Motsle &S 2HIr 222D,
HEZ Jlge =t &lt= MBS 28 SHUl &
X

@

(

5 O SHEEIACH Ol 8t ZTHe 244 M240| LLM I8 B 2l ZE
NS MHHN BR PHS 2Yots 528 AN 222 200

1. 2 Qiet0fl O/ FGHe M4 walo] SIS BB Sol I 2IEE
M1 2EES AZEQO MY o SN2 IFUM ZHS  SHAS DN KA 28 AR2IDE 26 XS0 A0 RAGDH
A5t EHGH)| B A NESOICL WS 2R, 4% 22, SBNOZ NS 4 Y= SHS D

It ZItet 22 BRI Y5 HIY B HLRE 2ol U JIE 9SS RAGE F2 M5 SMNE 98 BX
A0S RO AISEH IOret & QO AR BBWNE HIHS  JI¥OR oM, M Mo Ml D YA PEX
ABIIOL BAGHS FLIb BOF A M S0|L BIREH  2HE, OFF NP EBN, 0N R, 01N FEN 249
MZ0| BISi5] Sttt [1]. 012 Qlof 280 Maid 240 trade-offl OIHEH YHS DIXNEXE S20l 2H0HK 2ACH
FObEOl 20| RGN, 0= 4F XD RN+ HIE =, RAGS N8 O ® OlLleh 24 ®Maro| &) 2al Xt
ZIt2 0101 = AL, My BHo S4I 2O IS F 4 ASE, 0l0) TS

0l28t 2HE Bugzila [2]9 22 F A4 0l# =X INEO AZ 242 0fF HEH0ICL

AIAEIEBE OHLI2t Jira [3]9F 22 A8 BABAE 220, 2 oI AN DB 20 B SN 2N HAS Ciest
HEZ B 2XEJX Za 24 Al ZOke =0l 9X (0| Ozt M4 X0 SN 0 R0 YSS 0K
HAIUAHOILS Lot NS4 SS42 HHSCls M0l &) QA2 21, A2 T2 H4 HM2bD 714 H8i0] LLM J|8
JIZE HASHAME BHENO2 BT 0148 HAMA  HI AZE NS MM PEX A8, OfFN M2 EZBY,
HIZE H1 2IZES US22 7Esloll LA IBE O3A 3, 01X IBH 24 trade-offS HEN HHGHEXE
geisle Jla2 ATEQ0 Zet 2ofo] =R o7 WM 2AMs0. RHHO=2 BM25, SBERT, 510/22]C A Mty
OIAIE|Of L. WEE JIgs SUst Ma T2 5101 B 5101, 2 H0] M4

ZZ2 A2 A0 22 (Large Language Model, LLM)S| Z& 2 ZE0U 0IXl= IS MHAZE2Z BIEHC.
MEZE HIO CEEZ Q8 RIAEs 2HE 238 £+ U= AEH2 LoRADIEICZ DINZEHE AL AN LS AHESHO
JlsdE HMAlSED QUCH LLME =2 2% 0lalet [0 M4 S A D [9], few-shot 2 B2 HF S Sall GlAl &= B3I}
S22 HECZ, NAE TEZEE Sif 2, Ms &X, JIH MY ZEHON 0Xls a2 SHOIULL MHE HO 2EZEQ
Ze 22 A RAE HESle FX3E WO CIZEE ZHS 2N 2HEE HIote= CTQRS [10], 03N =2 M1t
sz Mg &= QULH[H], [6] Mz Zes 22 8ty o= ROUGE-1 Recall 2 ROUGE-1 F1

JIZE LLM JIBt Xts M8 H3E2 =2 NAg Z8ZES [11], 22l Q01 HEgHs8 =&ot= SBERT RATSE S
LoRA JlBt DIM=&ES Z&s molZetels Mottt [5]. Ch2 =2 HOtotCH [12].
Olgfst &22 ¢ B QUYUSIL FAFHOZ 2AXM& AE 2 HM DE 2 BA2 HAMS AIS0HR 2 M4
CIZEES MAE £ USS EUCLE L ZUO| L A0 ghAlb Hlwote PREA 24&2 HFAE HE EZHS
SHEEZIOf AN 2H0AM LIEtHLE 38 S} -0 Chas A3 HEINOZ SMADs ZES EQULh 510IB2E M Mt
dts E20| PGt R Jts40l JCH[7]. 2 2, REE Crast S80I BlWA HENQ s ZXE LIEFHS L, OlAl
SIMGHAICH At WU HEE MY ZHE 26| Z0HA 2 SIH0ll et M3 A A0 201" Hed0l Mots= ZEH0l
RE 2 ZEIL MHE 5 UL ZEC B M2 S0 [HE trade-offot EQIZ|QUCH SHH
Olciet Bt HIE 2=206t)] ?loh, =2 AHAH Ml 20FllA= S48 Mg Jgs Hgs 88 432 iR Fg4 sHiM=
Jlgt 29 S 2 (Retrieval-Augmented Generation, RAG) & 20| MetEel It SUE E/A2L, MEHAQI Z2& A 2L X

<l 8]. RAGE 2 HIAEQ QAISH 2|2 2ALE o AL
At E BAGH0 dd 2o g BUCZ MBE2LEM, &

alo

c=2 S EIEUHE W SE@UHSI=HAIE(2025) A& S &0t HE LA
&1 X XH(Corresponding Author)
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2 7= o FH JIYS MeoI20s, 24 Jg 29 Olefst M=tolM 220l= HIZE HO 2IZES FPXEHE
S MO gl 40| g SEO| 0l 00 GHet Se=S SHZ s BEstL 2ectele AssteE 829 240l
OIXIEXIE =24otn 28 E2y2 S4u st E dluste O NEHO2 MO AUCEH 5], [6]. Sol 2 s2HLS HEE
SH0l UACH 012 Sof PxH 245, OFF I8 L2y, U CIEES U2 FXH AHE o HE SAES SAl
Of%ld Ze, 2018 Jagd 29 45 HHE JFIHC=2 2ol IS 48 JH2 [FANE- S oS ?ls st
Helstl, &% LLM JI8t 10 2IXZE s M4 ARNM AE o7 DHHE IAE D QUL
AF0 2D A2 2& B IJIES MI6HAX &

2 A7 = J=E S 20 22LLMOIEF HO CIZE IS g2 8 g8 2o 2=

o A Fef H 2A: ZM It 29 24 SH0A 2 XA XMel Jls2 A SN, A2 A0 2E(LLM)S
IIKE Jlgt AM(BM25), 20l JlBF A (SBERT), 225t O CIZE NS 84 A7t 22| 0|2 01X 12 AUCH[5],
ofol=EclE HM NS s 44 X2 ofilA 6. Ol2fs 22 HIHE W 2IZEE A2 0L 29,
HIwsgto2 M, A4 Mef M0 LLM D18t B e|ZE We 2BX, It 20 & AR 200t 22 Ay AS FXSHE
s dd ST 0IX= Sg=s JEgH22 2AHOIRLL SE=Z2 HEsls NS SHZ Bt =3l instruction fine-tuning
DE M M2 glo/2etol Cjgl CTQRSE 9 [13], [14]% 7X5lE DEDE S} S NEs RS2 29X 43
14-16%p, ROUGE-1 RecallS 9 19-21%p SFAAIN  0l&2 REN AHE 90| HBLS AERES HSO2
TR 2HT OFAH J2 ZaY SHA L2 MEE > ASS AEF2Z B0 FJACH[5], [6]. 0l= LLM J|gt
e EE 2RACH s H-0l dEH HE Ots S0 /S S 2elth

o M M2tH trade-off 7: SHOIE2IE HA M2 defLh J1ES LM DJlEt IS 44 252 SSH2Z
Crerst OlAl &= SF) M2 OE 00 22 NMEBHIA gz M3Hes ¢ WO eIZEN 26 2AESts SEE
diRcz H¥He 5= FAoA2L, A = Z=CH[5), [6]. =, 48 HH0AN 2E5= 22 H?= 6tL2
Z0toil 2t ROUGE-1 F11t SBERT S ALEIH 24 6t= HIEE 20M2 MM, sig 200 28 WU 240
JE0| 2L UACH 02 S 22X S 03 H RSy F2It S0 LT JAlls I8 IH=Z &t
d82 Z2d, oFH o8, 908 Igd 2o 45 olefgt Jt8e2 FuE COoIHAOILL =a& HLXIL Hdst
2AHE ASHCZ =I5 CIZENAE HLA Sd8g = AL, M WY SFuAM=

o THEZ DJIYQ B 24 ZM 200 MHEZ JIYg=S 2EHO 2 SELJ| 01E 0
Nast 38 4H 0 ol paired bootstrap 2412 4=8 &t SAC HO CIREE= [JYE £=F2 M8 E2AN S 2 LHESHLD
Z20, 08 E NHUAM=E 228 g5 a0l UELEX UACH Cr=2 CIZEE= Zo 40l ZUE SH2=2
EACHM, 2A0IH Jed SHUHUAMLE MStHel =It N0, W EX0F S2HSHH L A8 8H 2 5=
S0 HOICACH Ol H4 SE Ijl iy Q10| BRIt BIBIGHCH 8 D10 Z20tet AR Z 00t HEG 22 A
WHE SHECE 24 ol Jde8) 240l ASS UAHU EMEO JISEE=E Al K= 2EEICH[1], [4]. 01248t
2 oICh. Sd2 S5l 2E AA ZZMEQ 20| IS HHZF

=GO Oget S#F0AM Os SEAN0H 012 Qo =
2. 8B XA CIZERIS QJHOZ MEdte s My 222 FXHCZE=
210 eIZE & st AS HE ZUE Yol E, AN 28 WS
M 2EE=s 2ZEYNH FAZ+ UZWUMH Z&S 20| BHHGHA 28t 2| ZES M= Itsd 0l EMEtC
AME-TE-+=Fot)| fIgt e 2 AH0IN, W EX, a4 Olefst et NS dEeE HOCIZES & HIt 2UUNME
2Z, JI0 20 & AN 20 SAE= 2 249 sS40 EOIECt. FXEX 49 HE ORE SH2Z HIicts
RO AZEC 1] dellt X e SFuMsE 20X NEHUAM= HWE =2 S48 &S = AU, d44& WE0I
d8 =0 2MH3 &2, AF8 =32 X0l 2ol B eIZE X CIEEQ Sy WS F20| BHHIA Rote F=2 201
EZ0 2 BRI LAY JE40IL 322 F=td SHUAN 85 Motot &g = JqCH
olelst =2HMe O2dst I Hojsle 2 4AA [7]. Ol= 44 SE0 2€° Hd s MHZ0s, g2
D2HENAN Sol FEIXMH, 2 2IZEI So Z90 HMate F=29 g2 S4Z0 KOG &S ¢3S
Assh g WE XL a9 23 22 %y J=2= 2 oICh.
SEEAU 250t Jlssle 29I B0 [1]. 2 20 HEXes CetM LLM D18t B0 2IZE Nts d89 458 HEHoZ
SZoh Z0 olAME =IOt =eln gt X0l HFLPA0IES SAAIDI RIHANE, 22 EOAN0 =8tE 28 232 G0
=dollOF otM, Ol= =24 At Sitet 28 =8 e 20 SFe 2N I2E 28 LIt AULH[B]. 20 FALSH
OO &I CH. A AL 2 E B I ZENAM BSE2=Z LEUE MW

JNE AS APES MBE HOCIEEI} AZEN FNES e, el 8, 20 J1=S &) 0 += ALY, IS g
SE40 FEH S 0= S X002 200 2t HIO ClZES XX LT #0 OtLic LHEX SA &) 20IA
[1]. 2EHO2 S46 ZEE Hatet WS 22X &8 2 e84 AN 2O MAFHCZ HEE = AS X222 JIUECTH[7]
M35t 28 W Itsde =0l 2e, Sy A0 s
cIZE= FX0 Jlgret S48 FIHHI8S Rl 0l B 234 0|t 2H 2SS SO CIEE s 4y
c|ZE SO0 2N 2EEE 801 &N N Hadn HEE o U0 AEot= LLMIIBEH O CIZE NS dd2 SHHE
ZNgs 2t 2250 f8h Hetez, dd nF0 AR 2US SEots

Oleist B2 X0IE ¥HNOZ 245H)| 2ok CTQRSE Al 20l =S ACHL 05 ZM DBt W 222 P 2 E
78 A9 FxA 2E FLE Hiicle XNHZ ZEHO LA MUE MdEXHoz HEHOZMN, dd 20| FXg
20 [10], ROUGE HE XHE= 3= F2 ZZHS [11], A= 2 HAS BAHOZ 25t HolA SEHO0ICH[8].
SBERT RAt== 2018 FEHE Fotots O AIEEO0F 20 HOCIEZE S22 M4 I8t 20 2240l SUNO2 HEE
[12]. Olef8t XIESS H 2ZE FES 22013 = 20| F = A= SgS XU AZEQ0 282 SE 2S0IL &3
2FHNMN 246t S 2 2EZ D AL ZA0AN BtEXHo=z 2afs HE0l A20, 012 ol

Jeflt 82 gt NHEUCZ= AN |2 HFA D2HME ML= RASSYY S TS SFote L2
Lol 2HNE 2E2H2Z dfZotllol= st ACH MSE SIZED FHEC olAd8 W Atelols HE 2lZE0AM
CIZEES Ag8 & U2U, +=2E JEE 2240t) 2IXZES S20| =X e ME ExtL &3 F20t xeE Its 40
MAEot=s HE2 A0 WL XA 2Ect= Rt ASH, Ol IS 4 AN S2e 2N U2 222 +
Eol, Un=l IZ2HME SHIFUAM=s oldst A Os UACH[7]
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3. Y E
' - N
/_\ 1. Data Preprocessing
\?/ Raw bug reports are cleaned,
‘ normalized, and key fields are tagged.
’ Y .
2. Model Finetuning
@ A large language model is fine-tuned
‘ using LORA. J
g = 3. Retrieval Indexing )
o)
§ Training data are indexed for keyword-
based and semantic retrieval.
o S
- VL ™~
4. Prompt Construction
Prompt
RRG Retrieved examples are injected into a
fixed structured prompt.
. >
~ ¢ . ~N
ﬁ 5. Bug Report Generation
Bug Report
f LLMs use the prompt to analyze inputs
I and generate the structured report. y
~———
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. k18 20 BlEo T3 HEZE ZT&Hol= IHOI20IEHE
o|p| &
. = 2A 20| 3Rse ge2 XEot= Wt0IHE
o|p| &
o|0] J|EF HME Sentence-BERT DIt 2HIE =S &&56tH
TAEOIACH[12]. 2 @42 LMY &=

p()E Soi S8t 20| S22 HEz HELH, & of 2+2
OJ0I™ RAIE = DAL RAIEZ HAECH Ol 22 -101A 1
AO1S] EHRIE JHNIH, g0l 25 F 22401 20822

=TT T/ -
SALES Q0I8tCH SBERT SAIE ZM2 HEE S=20| &2

R0 2o JQl, S4, W0l RAE AHHE SHELZ
3l=& &= QUL
(e -e)
i _— q v
S MMsperT(s,s) (eI dle D
o ¢()= AN &&E Sentence-BERT HIEY &2
o|n| &t
* e = ¢(sq)E e Qo sq9| 2HIY SEH
e e = ¢P(s)= U QA s 2 AHIY BH
L A L
2 AHINME INKFE DI A0 00| J|EH HMHo| AS HetN
S42 ZEotJ| <fd BM25-SBERT 5t0|E2|E HM M2
HO|CIRULt OIOIECIE M2 F M HANA AEE =RE
ZEotH O30 22 2 =% E=E Hitstth, EF3 M
AN s HE2 A6 flol a = 052 DHOIH s
NHESXNE HESHRULH BE =2 I =25 HEAE A
ol0| 8 Hetd = SAI0 SE5t= Atell 2= 2018t
Rankhybrid(si) =a - rankBMzs(si) + (1 - a) - rankSBERT(sl)

° rankBMZSE BM25 J| =0 A2 < si9| =2 E LIEtd

° rankSBERTE SBERT SAIE JIZUH ML R s =FRIE
LIEHH

o a= F ZM ANS 29 JIHEE Xx&Hol= IIIEXE
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FIECeZ, 2 H7ls dM 200 MHEE HHE HESst &5
H382 €52 FHOIAUCH MBS 21X dM2 Soll &2 &9
kOHSl =2 &E cofl CHoll ==& 0, 2 EE20 ol G2t 22
MEZ H+E HASICH HME3E E2)F =245 248 <4
A Al 2tel HEH0| =0t BHHEM, 0l JIEes &8
eSS THAZS F A2 kHS AXHIE =S 24 202 HEHSHT
[17]. 2 90 M= MEE D8 =8 FIt SUE S48
Plol OI1E SEEQ & HFOZ ZEotAUCH

Scorer k(si, r) = ljJ(sq, s, T)

o yY(MHE 28 K% sqS’_P FEE Q¢-CIEE & (si, rl)%
otLIe] HAE Al2AZ ZHESIH 2T F+E
AHEGH= cross-encoder D18 &4~ LIEHH

° (Si' ri)E S5 NEOA ZdME QU-2|LE A2 2018

09 20l 2 HROAE 2N T2, RAIT HL Pal, 2u
Mero| 2t O I YAIS HANOR FOFORM, 2 Iy
S04 B2 oLt 24 Dbt 84X QAZ FHISCL 0l2s
Hols 012 ABMA IIHE I, 20 I8, G5H0|22IE 24,
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o

85
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ZHGACH, KAl +2 KIS TBTEC LOX 24 249
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You are an expert QA engineer. Convert the user’s unstructured input
into a structured bug report.

--- Reference Examples (Retrieved) ---
Example #1:

[Input]
<Example Summary>

[Output]
<Generated Bug Report>

--- End of Examples ---
### Input to Convert:
<Summary>

### Output Bug Report
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Jlgt ZA(BM25), 20l DJlgt ZAM(SBERT), BM25-SBERT
StolE2lE M, Jdeln MEZE HHE ZEgs && H43s
SLE M4 TAH GHOA HIWGHACH 2R &2 L& UoIH
TEU MY FXE RANCHH, 2FE s X0t A4 Mkt
Z O 22 gEAIO] XHOI 0l DICIGtE S SHISHICH.

&8 0l= Qwen2.5-7B-Instruct [19], LLaMA-3.2-3B-Instruct [20],

Mistral-7B-Instruct-v0.3 [21]2] Al JtXl LLME AtSotALt 2=

U= LoRA JI8F DINERS SUst 4HO2 MNE5U2N
[9], Unsloth ZHLYIE J|LO2 sta2 285Ut [22]. 20

Jlgt AM0l= sentence-transformers/all-mpnet-base-v2 22
AESIR D [12], MEZ =& 4 & 0ll= BAAl/bge-reranker-v2-m3
RS MEZotACH[17].
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e RQ3. BM25-SBERT ol0IEc2l= HA9 ds& 4
BM25-SBERT Gl0I22IE dM4=2 = Z4 Mef (|
228 245, oS 28, 208 dg8d SHUA
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DU, SLs HoIEHA N &t &5, It N E SN 852
HWaHRCH 248 HGolA &2 diolAactel  Z=AHUA
Qwen2.5-7B-Instruct= CTQRS 77%, ROUGE-1 Recall 61%,
SBERT R AlE 85%E JIS0t0{, LLaMA-3.2-3B-Instruct(CTQRS
63%, ROUGE-1 Recall 50%, SBERT $SAtT 73%)%t
Mistral-7B-Instruct-v0.3(CTQRS 71%, ROUGE-1 Recall 59%,

floi &0l

SBERT SALSE 84%)0ll Hlol MEtN Oz oty MOl §s2 SBUL
0l= XA e E 9 SINES PSR=lgN SHUA
Qwen2.5-7B-Instruct 22 0] J|2 M4 SEUWMN AdUECZ =2
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H1. 2N M shot =0l [IE M S2 Hlw 20 25 ¢+
22 50005 REAEY 2 MELUOR AEE 95% Al Z A2
half-widthE LIEHHCH.

Method CTQRS | ROUGE-1Recall| ROUGE-1 F1| SBERT

Baseline 77 61 - 85
BM25 1-shot |92.3(+0.8) 81.5(+1.8) 62.7(x2.2) | 91.3(x0.9)
BM25 2-shot |92.4(+0.8) 81.5(x2.0) 61.4(x2.2) | 89.3(x1.3)
BM25 3-shot |93.2(+0.7) 80.7(+2.0) 49.1(£2.6) | 78.4(x2.1)
SBERT 1-shot | 91.6(x0.9) 80.8(+2.0) 62.2(+2.3) | 91.1(¢1.0)
SBERT 2-shot | 91.5(x1.0) 80.4(+2.1) 59.6(x2.4) | 88.8(x1.4)
SBERT 3-shot | 92.6(+0.9) 78.9(x2.2) 50.4(+2.5) | 81.8(x1.9)
Hybrid 1-shot | 92(+0.9) 81.3(x1.9) 62.4(x2.2) |91.0(x1.0)
Hybrid 2-shot |91.8(0.9) 81.4(x2.0) 60.2(+2.3) | 88.9(x1.4)
Hybrid 3-shot |92.7(+0.9) 79.8(+2.2) 49.2(+2.6) |79.6(+2.0)
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92(+0.9)
91.8(0.9)
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Metric A mean (+95% CI)
CTQRS +0.31 (20.71)
ROUGE-1 Recall +0.58 (+1.09)
ROUGE-1 F1 -0.33 (x1.42)
SBERT +1.01 (20.83)
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JlEez YEJACH, ST =¥ ZtUH Y =2EES IEZEE S0l Z S5S LEots £ HAES RCECEM
NYNMOZ 35t = HHEKX LUJULH L&t AE CHE B JIE QY% 2o XA SHHE Betotl UL DHU IIE=9
&e(BM25, SBERT, 5t0I1E2IE)S =&t MoIFd A MY RS2 =2 2 IHY 40U ESZE g4 S0
BlLgo=M, dM Mk XA S401 44 SEU 0IXles ZHE UF1D UCH, MES MSIt &= g8 U 24
Hag Folot 2EE = JAE= GHALC 2Al0] BE0 OlXl= IEg¢2 =25l UK LUCH oo =
GIOIE{ Al 2BtS} Disd L&t NSt 42 HEE £ L 2 o MY I8 AMECsE M4 B30 H3%s 2 24
™ 7= Bugzilla J18F CIOIEHAN S8 =S#HE A2 M, GitHub SAl(H M FMeh F=ol0, A2 T2 24 M Al 24
IssuesLt Jira2t 20| 2IZE AN AAEXN M= 240 &0]8 HERO| MN EE O =4 28 20 1 Ha YA st
ZEN Holl sSLst 45 20| SXECHD SHAE = Qi g2 0XEXE MHABCZ 246tte BUlAM JI&E dP2SW
Cigt 2 A9 SH2 E3 EHZUAM BUEe 84ss FEE
MAlIStE 240l OtLlet, HM M2k Meil et 2EH 248,
e FE ZEZ4, HEE =& 2t AL HEN 6.22M J|EH M BAY TSTE Mt
BigloleEXIE E456ls O QUCH 0l2s 24 Ty dATE=E U2 SASH N HO 2EZEE 28 M EXL A8 stF) 22
Ol Ediizl ANIAHNE RS 24 282 & NgE =+ 288 RUS MIotH s M4 ZSE SAU IS
AULCH. zZ20= = II/ME HHES Z0 200 Jigt g oLt
oI NE 2EdiM= A4S I XE AL=20 OHE W0l slol1E2IE M2 2 Sol 24 oFEHdE =0lde AMZIL
EMstlt. 2 d7= CTQRS, ROUGE-1 Recall, ROUGE-1 F1, SHUSICE Ol2dst M D=2l HNS LLMS ZEZE J|tt 2
SBERT SAIEE AIZ2ot0 M4 S&zg 2AGIR20, Ols= st ZE6IH 0O 2401 EUE AL Brown et al. [27]0]
2E2H ZEAN US Fgds FEXHCZ Hluwdte O B S0 SOl Hiet 20l, BME KA Aldle ZE2EZE W2 WAz
Jl2iLt ol2ist X HE= AH JNL Xt oKl ghe IS4 0ILE AR A L0 2o =¥ LHFHs STol= 4 CIHHOIAZ
SEHE YN oz BHHES A= REHCH SOl Z2M D8t 29 ISt &, 2N M2 ¢est 38 312 90 M4 29
222 &2 XS B SE4, 42 HdF0M == TWEZAS ZHol= ZHIQ ) B2 HESHC
HEO0ILL H&st 20l 448 = UA2MH 0l= ROUGE-1 F1 JL JIE ¢SS 2N FEL 40l DEE 29
2AZ AFNOZIT PHAGQUCEH E£E A cHHo EERES SHOlASl TEZE DY [28, 29, 30|12 &5 SEEC=2 UR=
Recall@k, nDCG, MRR1} 22 XS0l FEHM XHEZ2 HE ZSH0| ARUCH 2N 2t TSULE SHOZ SgLes Al
HOIotAl 210, CTQRS, ROUGE, SBERT AT 2 22 M4 ol e MY SR MdABHE RIHCSZ BHE AMEE
Jigt WO NHES Soll 24 2001 M4 Z20 0IXlesE g2 CEUCL 00 2 AP= 2N I|E 2WBAS TETE 249
HERHOZ FAGIACEH 012 Qo A4 AIH ALt 248 2o sy B2 HOotL, II/ME-Q0I-GH0I1B2E & Crst HM
SHEE FEOF MA A0 Mool (s Aoz It ASIHHIO 2 EEQ 2R A2 90IR FELH 0Ixl=
CHS Mast ol 242 HISHHOICH &% HPNANE 2 Z2H gaS HAECZ RIYUESOZMN JIES B AHF SHHE
NNEQ MY Z& XNEE &M 22456H0d, RAG IHO| Z2hol Lif 244 =8
CHH2E MM CHH 2te) FE Z2AHE 20U MAXoz 2o
Z It QALY 6.3 MM A0 WOt X HFO| CIXIAN &t
SHAE 24 SHHAMST MSHol =STHSHCH 2 He 2 Met BAE MM HANA ZU29 EZS HANOR -WIIots
2t ED s HWE SAMCZ 246I%CH, 2LE A7 E20 e &0l TEAQ WHOICH MEHCZ s Q9% U MY
CHoh ME =12 B2 SH ZES L2DH HSoH= Z0HM= ROUGE HE XEI EECZ 850 2L [11],
LQUCH O B E &#E YR Uolde S HAE Ol BEHAEQ 3 S=08 SJY & MHE HAEQ 90X
OIABAE JIEQZ paired bootstrap A 24 =8ol0 =Dt dEgd0lLt 38 X9 HELS BHEGHAl R&tCh= AL
SUE ZSotAD, O 2 &30l oAM= 5,0008 RFEAEH ANEHe2 XL SCH [31]. 018 224010 2ol Fere
clMEYE S 95% &z RS ASEIALL B0 T2 HQI BERTScore [32]L} SBERT S AL [12]2F &2 20| J|Et (I EEL
SHA RAY 242 &5 = MAED U5 AEE Sofl 222 o0 FEHZ2 Hoitcle dole |sotACH B 2EZER
2 QUCH 20| gEtst XN 24 QAE QFolsE ZHQ S8 249
Lo 2 HIA0AM 2EE s 40| AN SAES Mity ZZ& S Bote dioll= 8D QUL
sao=2 MY 0|HACID SHE6Hl= L Tl EY 0 M L2TZELN B8 20HAME 0ldst 22N EHS BHE5HD|
gt 29 B2 FIHAEQL A& HIES =PI5tH, &2 28 ?lol CTQRSSZH 22 XHEE Yot HIO 2IZES P2 H
Sle Y AAE2R0 et Eetd += UL et 2 ¢392 EACE FYsiol 2C [10]. CTQRSE HEE RAIEUCZ =
Zle= M D M P22 Mo 42 HwE /st 28H ERB Hd2 M Jis&89 MM 24, & 2 &=59 XLE
HHENAM SHAEZIO0F 5HH, &AM HLXE UASZ & AIEX 082 H"olole O &L U JI&2 LLM Jlgt 1
AL AIAE =0 HIL EQEIC 2 ¢Ro 2A clZE XS M4 H3E2 &3] ROUGE-1 Recallut 22
Tyge3s G2 230 82 £ AL, A SHHA2 Meie S4 XNEH 2H 2AE=6t= 20! UCH[7]
2842 OOl S43 AMAE HAsS ndst = B50! S0l 2 ¢g3% 20| 24 JlE 29 B2(RAG)E HEot=
eFEn BE0lAM=E Mes 4 "t sHHI U FSHAILH 2MS
Sofl R 2 ZEZEN 22 22, 220 #HA FEEH
6. 23 2ol EESSHH T MEE2 XA ASGHRIEH SAIO
61HICIZE Q24 U XIS M4 EZLRSt I WESHH MALIL &0l HEdXl=
HIOZIZES HIXNEAHWN HE N2 SHE 25610| fAoH, =D SERE0| LM > UI| W2O0ICH Tt M4 BEHS HEO
HARE2 2 X =3H0l ES56HACH Rastkar et al. [25]2 44 otchol)| RloldeE 2o ZZH20 OfL2H =22Re 528
22 F&ole JIHEE, Liu et al. [26]2 HHHE Soll 29X ARGt 2o LEE RANM=XNE LIEtH=E FLE 2EHI
SE2 vtYote QYU JIEE MO 2 Y S22 =ALh. Z40| 20t
el Oldst Y =4 ¥22 8AE 2A0IE =0l= U= ool 8 ¢d7= JI&2 CTQRS, ROUGE-1 Recall, SBERT
SUAHOIASLE, ZHU20l O&ol HIEE M=ol HEH M SAS "ol oo, ROUGE-1 F1 XIEE A 24 T332
X, @ 2, I 2 22 2XE QAE GAIFLZ T USHAULCH [11]. ROUGE-1 F1 X E= el 32L& o x5
M 20K RetChe stHIE U/UCH F, 2% BEE2 WHASLE HROZ A, dM M0 22 %2 scle U JIdst=X,
A SNE0 SA 28 Jts8 228 HEE HESH= E2 MEHQ HEBO HEHTE SMAI=X0 UE &S
28t A0ICH 2 |(trade-of) & HYHot= ZEAHQ J|IEZS M3SHCH 0l &t
Z20= LLME 220610 42 0 2xstE HOClZEE Ch2&0l X2 PE2 o2 XE =02 olst Hekg gXloll,
MMoldde ¢RI SHEotn UCL 01g dFE XAE
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Automatic Generation of Work Policies for Unmanned Factories

Based on Large Language Models
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Fol SE SFUAM= HIXS AAl 0l HSHEHI|l 2o, S& W Crast Aol ol
Q2L NS (S0l Jtsd &Y Hmge =240l oot UCH 2L J1= &S Ol
L2 Hgez M4 -2lEeE ERIF Ol & A HIW |RHEGHH USdol HEgle
SHHE JHECH 2 =20Me 22 SEUWAL &2 oIX FEE Jlttez XY Hsg2 &
SoZ MHole AL dHIZd Djgt 82 282 MOHSCH 0l <ol &M 3& SZ0AM
2AS &~ Qe HE AEZS HYS AMUCIE F4dotl, 2 A2 HSote &Y Mg d
OlEHAIE P=otACEH £ Qwen, Mistral, LLaMA HZ2 URZ2 ANHZES &26l0f S2&t
AE AILIZIQ0 O &Y MY M4 Z20E Hlu-240IACH 280 MHeE HOoIEH #2229 &
H=z oo & 45 XNE A 20 JEt 34 BIE s3#oIRH, &g EX =24,
& Mg Jisd, E8lo Ha4d2 s422 HIIGIRCH A8 20, Ure Ao2eol Lol
S8 BEUA A 2IX DB MY HEY s MA0N 22 JisgEsS &0oldc. 8 d3s
ol 2 BHENM &Y HmZ NS MAQ JisAdS MAISC

Abstract

In unmanned factory environments, the importance of reliable and consistent work manuals has increased
due to the limited availability of human operators. However, conventional work manuals are typically
created and maintained manually, making them difficult to adapt to changing factory situations.

This paper proposes a large language model-based approach for automatically generating work manuals
based on situation awareness in unmanned factories. Static situation scenarios that may occur in real
factory environments are defined, and corresponding work manual datasets are constructed. Using these
scenarios, work manuals are generated and analyzed using Qwen, Mistral, and LLaMA series large
language models. Due to the limited size of the dataset, expert—based qualitative evaluation is conducted
instead of quantitative performance metrics. The evaluation focuses on the logical consistency of work
procedures, practical applicability, and clarity of expression. The experimental results demonstrate that
large language models can effectively generate work manuals for situation—aware scenarios in unmanned
factory environments. This study confirms the feasibility of automatic work manual generation and provides
a foundation for future intelligent factory operation support systems.

1. A4 & Sol 22 SHUAHM= &4 D&, =& 04,

2 M &Y MBHHM 2o ZE Y Us3t A Bisl S OYst A=0] Yy = UA2H,
ST TR0l SHUZHA, =& W Crst & =0l A0 30t st Hwrds AN 2%
tigotol  fst HY Hxge =40 O= = A2 saxyo=z ogcLh[e][7] o2 ¢
2xED UCHL[1] ol & S#FUHAM= =G A2 A HSZ2 S0ILF Hg2-0] Ligt
AAlL DOl HIstE Dl &0, &dl AL =d O, Ol 8&% 29 &= MOIZ 0I0H& = %
A Heol Oer HEs XY HEBIUE AIK5HD SHH, 212 P2 A2 (Large Language Models,
dagH HBot= 70l E=Hol|CH[2] AU LLMS)2 XA Olol Y M4 Z20HHAM HOY ds
JI&E2 & Heg2 = s=&Ho=z = 200, & THoAE TGEet 82 It
Ad-2elEl, 3 A #sio E s2E MAIEI 2 RUCEH 0Ol2fst dHZL 2 FHE &
BIE0l gl SwAX-2= HE0 Al=se SHE E Do FXNAEQIL JdaE HAEE M
JFECH[3]1[4][5] Ult= HOlA, HY H=xg As M40 &
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IAZEQOoSEst=nis =2F)

N 248 A2 =MSCH Wulf 82 HEEA 0|2
(affordance theory)2 J|8te2 UH2 A2 O]
Mz Aol &3, & 2, 28 AMZEHE S ¢
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SHM QAMZE XN s S4AZ EHEES X
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Algorithm 1 Text-only Work Policy Generation for Unmanned Factories

Require: Textual situation description S (e.g., operator notes, system logs in
text, or pre-summarized sensor/tabular reports),
1: Policy template (optional) T,
2: Domain constraints/rules (optional) R
Ensure: Generated work policy/manual P

: Step 1: Text preprocessing
: Normalize S (remove noise, unify units/terms, resolve abbreviations)
. §" « Preprocess(S)

S

i: Step 2: Task element extraction

. Extract structured elements € from S’ (e.g., goal, equipment, materials,
hazards, constraints)

. & « Extract(9')

-1

o

. Step 3: Prompt construction
10: Build prompt p using €, optional template T', and constraints R
11: p ¢ ComposePrompt (&, T, R)

12: Step 4: Policy generation with LLM
13: Generate draft policy/manual P using an LLM
14: P+ LLMGenerate(p)

=

: Step 5: Validation and post-processing
16: Check format compliance, missing steps, safety constraints, and consistency

17: P« ValidateAndRefine(P, R)

18: return P

dugE 1 &Y vwe B8 #A4
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Abstract

Software defect prediction (SDP) plays an important role in improving software quality and reducing
maintenance costs by identifying modules with high probability of defects in advance. Recently, neural
network—based models for learning interactions between software metrics and ensemble techniques for
improving performance have been widely used, but existing ensemble methods have efficiency
problems due to high number of parameters and long inference time. In this study, to improve the
performance and resource consumption problem in SDP, we propose a KAN-BE model that combines
a KAN model with strength in learning complex nonlinear relationships and a Batch Ensemble technique
with high parameter usage efficiency. As a result of the experiments, the proposed technique showed
superior performance in the overall indicators compared to the comparative model, and in particular, it
achieved both performance and efficiency by reducing the number of parameters by about 78%
compared to KAN-Deep Ensemble and reducing the inference speed by about 2.2 times. In addition,
by analyzing the prediction reliability based on the uncertainty information of the ensemble structure,
this study is expected to contribute to the more effective utilization of limited software quality
assurance resources.
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KAN Layer
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Algorithm 1. KAN-BatchEnsemble

Input: Original Data X

Output: Data Y predicted for fault

1:/* Preprocess */
2: X train_scaled «— MinMax.fit(X_train)

3: X test_scaled «+— MinMax.transform(X_test)

4: X train_resampled < SMOTE(X train_scaled)

5:/* Input Scaling */
6: for each ensemble member i = 1 to k:

7:  Generate a random scaling vector r_i

8:  Ensemble Input i<« X train_resampled X r_i

9:/* Shared KAN Layer */
10: for each Ensemble Input _i:

11:  Pass Ensemble_Input i through the shared KAN Layer
12: - Apply basis function transformation

13: - Apply linear projection

14:  Getoutputy i

15:/* Output Scaling */
16: for each outputy i:

17:  Generate scaling factor s_i

18:  Ensemble Output i<y i X s i

19:/* Aggregation */
20: Final Prediction = (1/k) _{i=1}"{k} Ensemble Output i

21: Compute Loss(Final Prediction, true labels)
22: Backpropagate and update model parameters

23:/* Predict defects */
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ol &He XNHZ E&dte X2 Rs4ES
g &t
4.2 OIOIE
AEs <ol 2E  dOoIEA(AEEEM, Relink)1t
AUDI Xt=sx Z& OoleHAE AM3sthh 212
HOIHAE NS HE2E5 LIEtHCH
¥ 1. A3 do]EA
Dataset ~ Project Follinstances #Of. Granularity
all buggy metric
EQ 324 129(39.81%) 61 class
AEEEM IDT 997  206(20.66%) 61 class
LC 691 64(9.26%) 61 class
A 1908 85(4.5%) 12 file
AUDI K 2515 375(14.01%) 12 file
L 2891 76(2.63%) 12 file
apache 194 98(50.52%) 26 file
ReLink safe 56 22(39.29%) 26 file
zxing 399 118(29.57%) 26 file
43 45 "ot NE
E 2 % 34
Predicted class
Defective Clean
Actual  Defective TP(True Positive) FN(False Negative)
class Clean FP(False Positive) TN(True Negative)
ds H"ItE <ok 2 ES g2 Bo Z,
Al 28 25 = SHIZ2J ZE22 == HISS
LIEHLi= PO 2t E& 28 = Z82=2 X ==
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PD = TP/(TP + FN) (1)

PF = FP/(FP + TN) 2)
FI = (TP+FP)/(TP+ TN+ FP + FN) (3)
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E 3. g&vy 712

Parameter Default

d 128

n

degree

k 5

bs 128

epoch 50

Ir le-4

Random Seed 42

Cross-Validation(K) 10-Fold

threshold 0.5
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45 &g & B3, RF 2 XGB 22 HIWOA FIR XIEJE Large

+=E9 4 it AJIE 20, M &8 FHUHM:=

2 &E2 Intel(R) Xeon(R) w3-2423 CPU, 16 GB HEXHO HAlY S0 220 USS LIEHHTE
RAM, 12l 4 GB2 VRAMZ 2= NVIDIA T400 ey = 28 g1 4842 UEBEW=E PD W
GPU EEUA ZASH, 2 sE L =2 Balance XIHOWM= KAN-BEDJI S20ist =zt
UHEE2 CUDA 12.8 EHE0 M &EE AL AJIE UEUH ZE X SHHM 282 LS

SHOIGHA L.
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Qa0 242 240J fdl E 60 A= KAN
¥ 4. KAN-BES} & 24 45 Wi DUES paseline O AF5IRD, KAN [t St
Models Metrics PEo MLP 2% Y D HNPO2 EEEIAL
PD PE Balance FIR KAN 2} MLP Ol 2t2t BatchEnsemble It Deep
KAN-BE 0.7850 0.1626 0.7900 0.5611 Ensemble JI¥ 2 =501 =2 Al2HInf. Time)t
KAN 0.6742 0.1701 0.7190 0.5014 met0lEl #=(Params)E HIWGICH 2 Hlunse LAS
MLP 0.7445 0.2468 0.7190 0.4599 o 2(ensemble size = 5)2 =ZAEAM J|=o=z
RF 0.7531 0.1372 0.7538 0.7188 AASIGOM, 0|8 SEY AAE A2 XAHUMN A=
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MEZ%E= MLP, RandomForest(RF), XGBoost(XGB)
Qo] EEEC). ¥ 6. KAN-BES®} B 4A4E 7| A% vl
A8 21, KAN-BEE= PD 2 Balance XIEOIA Metrics
IE 228 ds2 20, 28 g€Xsn 2 29 Models Inf.
s ZCHA Q0 YUs A stAES DML PD PF Balance FIR Time  Params
Bte, PF XIEOAME XGB I FIROAIE RFIF JHE (ms)
SAs S BAUC KAN 0.6742  0.1701  0.7190  0.5014 3.13  38.661
KAN-BE 0.7850  0.1626  0.7900  0.5611 3.31 42,671
¥ 5. KAN-BE®} B} 29 Effect size H| 1L KAN-DE  0.7302  0.1600  0.7393  0.5643 7.75 193,305
KAN-BE Metrics MLP-BE  0.8436  0.3418  0.6983  0.4600 2.57 14,763
vs. PD PF Balance FIR MLP-DE  0.7633 02577  0.7194 04737 394 63,365
KAN 0.7236(M)  -0.1039(N)  0.6208(M)  0.3713(S)
MLP 0.2851(S)  -0.8010(L)  0.7058(M)  0.6553(M) alsl 21, KAN-BE = baseline il 4 JtX ds
RF 0.1809(N)  0.2515(S)  0.2345(S)  -0.8750(L) NEUHM BF 452 SHAIINHAZ, FE AlZtS
XGB 0.3929(S)  0.3506(S)  0.2500(S)  -0.8736(L) 3.13 msOlA 3.47 ms &, It et ol & e
38,661 HOIM 42,6712 25 < 1.1 680 SIt6t0
T 5=KAN-BERQ Hum 2g€ 2t s XH0l9 Hol sgst Ud =Z=0M as=o s a2
ANl ROHMg 246H)| fdh Cohen’s d[12]01 ddags 20 gH, KAN-DE= =& Al2H0] 3.13
Jlgtst 21 AJIE HMAISHCH msM 7.75 msz& < 250K Itetoled 2=t
24 2, KAN-BE S KAN OiH| PD 2t Balance 38,661 JHOIA 193,305 2 < 5481 ZJtotd, A&
XNEMAM 228 Medium £Z=9 s 3AJE =20, 2200 i #UEHE Fgs 20 HIs 2%
Z28 X 4ds s g SHUHMNM S20/8 X EH(PF, FIR)OIA KAN-DE JF KAN-BE 2 C+ Ol MIGHA
Stals MZ2Es S0IolUCH MLP 2t HInWAsE P48 ZUE BA2U, 0lHEt 5 stae2 s
PDE HM2st 2 X EOWHA Medium =& 0|&Z N3 A2t SEHERACH &8, MLP-BE = JIE 42
S AJIE B0, KAN-BEIF HErAOl XIHEO A FE M2t Tet0le =2 BJou, PDE H2st
M= AFAHDY SEH0 HALUASS SQIGHACH ds XNHEOUAM= KAN-BEOl dlol %= ===
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20, MLP-DE SAl ds & asd FUHA
&t = Ol AL,
Z2UHCZ, KAN-BEE Hlu JI8 OBl O &= X

do2r 2% U= ds= €4otH, SOP Z 0l A

DEADE BE AE

¥ 7. KAN-BE®} B 4AE 7|19 Effect size v 1L

KAN-BE Metrics

Vs. PD PF Balance FIR
KAN-DE 0.3433(S) 0.0322(N) 0.3803(S)  -0.0200(N)
MLP-BE -0.5323(M) -1.1030(L) 0.6537(M)  0.6627(M)
MLP-DE 0.1574S)  -0.7769(M)  0.6142(M)  0.5692(M)

2 72 KAN-BE 2 EF &&= D8t 24 2t 8=
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20 e 24 IAIJIE 246t ZA0ICH
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NEWA Small =ZF2 Sk AJE 20, Mot
JIg0l X &8s, s 8 =SHUHM L2
st A2 B2 SOIGH/ALH &EH MLP-BE 242
H WA= PF, Balance, FIR XIE0M A Medium =&
olatel St FAJIE BAUALOL, =351 PF XEOUHA

Large ==2° g1 3AJ|J} ZEZH KAN-BE I} Gt=
TP X9l BatchEnsemble CHHl &EHEOI MlEs As0lA
o0l U= M2 HIgS ZISHAUCEH £&H MLP-
DE 22 HIRUHAME 2 XEUNAM Small 38 Medium
&9 g1 AJIE 20 Deep Ensemble UiHl ds
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Modules of predictive probability interval
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Hierarchical Multi-Modal Code Representation Learning via
Unified Graph Neural Networks

Junaid Khan Kakar, Faisal Mohammad, Dimitri Bakale Duksan Ryu

(Department of Software Engineering, Jeonbuk National University)
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I =4 ANAES A Dl JIES AZY I F2gE2 =2 ¢ X2 H 23 = 84
E E40 YJESFEM a4 DEQ [HHAE 222 EF0ol LGN Rote &HE 2L £4l, 01
St YHESES F4 22 EZ2I(AST), MO &8 JAMZ(CFG), U0l &8 HZ(DFG) 2tel RI1H A
SHES MG Z20 0laidr HEHAFCZ 0|20 XN= ZE0| UL 2 AF7= 0ls 2 F oA
£ olAGIOX AST, CFG, DFGE EZ X0l 3= =4 THI(CPG)2 Sl 018 iz sMAUS
Sol ™eldte MZ22 HSE O 2Y DT Ad/AIE MOHSCh HotsE ggEs 388 oad J|gt
JdelZ g8 M2 MESIH XSS 22 el 89F 20 AEHS AU EEES dAHSRUCH
OBG-Code2 % CodeSearchNet OIOIEAlS &&st Ald O Z1, NotE S 22 &g 28 D)
B HIOIACHS! THHI 2= 24 WHOIA 24.8%2 AU Hds A4S €45t 48 2 Ol s
2 LSO 0lfst 7 Z2e U35 2Y X FEo S&0| XA X oAE AH IE Ks
ANAE SNMS 28 2> QAUS AlALSHCEH

Abstract

The advancement of modern software engineering necessitates automated systems
capable of deeply comprehending complex program semantics. However, existing neural
approaches often suffer from a critical limitation: reliance on isolated structural views or
textual features, which fail to capture the multifaceted nature of source code. By neglecting
the interplay between syntactic structures, controlling flows, and data dependencies, current
models frequently result in a fragmented understanding of program logic. To overcome this
structural disconnect, this study proposes a hierarchical multi-modal framework that
integrates Abstract Syntax Tree (ASTs), Control Flow Graph (CFGs), and Data Flow Graph
(DFGs) into a comprehensive Code Property Graph (CPG) utilizing a unified graph neural
network. Our method employs a novel graph fusion strategy with adaptive attention
mechanisms to preserve both local syntactic patterns and global semantic dependencies.
Empirical evaluations on the OBG—-Code2 and CodeSearchNet datasets demonstrate that this
unified approach significantly outperforms single—-view baselines, achieving a 24.8% relative
improvement in code search tasks. These results confirm that synthesizing multi—-modal

structural information is essential for advancing structure—aware neural code intelligence.
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1. Introduction

Modern software engineering increasingly relies on
automated code understanding systems to support
tasks such as code search, summarization, and
vulnerability detection. While large language models
(LLMs) like CodeBERT and CodeT5 have advanced
natural language—code alignment, their text—centric
architectures often overlook the rich structural
semantics inherent in source code [3]. Graph-based
approaches like GraphCodeBERT partially address this
by incorporating data flow graphs (DFGs), but they
remain limited to a single structural view, ignoring
critical syntactic (AST) and control-flow (CFQG)
relationships. This gap hinders models from fully
capturing program behavior, particularly for complex
logic or cross—language analysis [1][2].

Recent work highlights the potential of multi-view
code representations. Demonstrate through GALLa
that aligning abstract syntax trees (ASTs) with LLMs
improves structural reasoning, while Guo et al. show
that combining multiple code views in CodeSAM
enhances model attention patterns. However, existing
methods face two critical limitations: 1) Architectural
incompatibility with decoder-only LLMs, as seen in
GraphCodeBERT’s modified transformer layers, and 2)
Narrow structural scope most models prioritize either
DFGs or ASTs, neglecting the complementary value of
control-flow semantics. Nam et al. further emphasizes
that current LLMs struggle with control-flow analysis,
particularly in identifying data dependencies across
execution paths [4][6].

To extract useful information from graph data, early
graph analysis methods used graph embedding
methods to project the graph into a low-dimensional
vector space to create new features for dimensionality
reduction, while preserving the essential
characteristics of the original data. This makes the
original graph more tractable. Subsequently, traditional
vector—based machine learning methods can easily
complete graph analysis tasks. Although the low-
dimensional vector representations obtained in this
way make graph learning models or algorithms easier
to extract useful information, such methods usually
suffer high computation and space overhead. To
alleviate this issue, graph neural network (GNN)
algorithms [16] have attracted recent attention to
automatically capture high—level vertex representations
and graph topology information from the given original
low—level graph—structured data [18].

This paper proposes a novel

framework that
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integrates AST, CFG, and DFG into a unified CPG

while maintaining compatibility with pre—trained LLMs.

Building on GALLa’s graph alignment strategy , our

approach introduces three key innovations: 1) A

hierarchical graph encoder that processes multi-

relational edges (syntax, control, data) through type—
specific attention mechanisms, 2) A parameter—
efficient adapter layer that projects unified graph
embeddings into the LLM’s latent space without
architectural modifications, and 3) A multi-stage
training protocol that jointly optimizes structural and
textual alignment using contrastive learning objectives.

Our main contributions are summarized as follows:

e We extend GraphCodeBERT by integrating AST
and DFG in addition to the existing CFG, resulting
in a unified and enriched code representation
CPGs that better captures both syntactic and
semantic information.

e In contrast to prior approaches that often neglect
syntactic structure, our method explicitly models
the complete structural and semantic context of
source code, thereby improving the model's
capacity for understanding code.

e Extensive ablation studies and benchmark
evaluations across multiple tasks, including code
summarization, code search, and code
generation—demonstrate that incorporating all
three graph modalities leads to consistent and
significant performance gains.

The organization of this work is as follows. In section

2, we present the background and related work on

graph representation and their unified models. In
section 3, we present the methodology. Then, in
section 4, we talk about experimental setup and

results. In section 6, threats or validity to be verified.
In section 7, we conclude our work.
2. Related Work

Research on source code understanding seeks to
combine textual and structural semantics. Existing
methods broadly fall into text—-based models, encoder—
decoder models with syntactic structure, and graph-
based or multi-view approaches. While effective for
tasks like code search, these sequential models fail to
capture the structural relationships that define program
behavior.

(i)  Text—-Based code Models

Text—based models treat code as token sequences
and apply Transformer architecture. CodeBERT and
CodeT5 achieve strong performance on tasks such as
code search and summarization but lack explicit
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structural reasoning [4,5]. TransCoder—IR improves
semantic  grounding using LLVM intermediate
representation during training; however, IR remains
text—based and does not explicitly capture control or
data—flow structures [7]. While effective for tasks like
code search, these sequential models fail to capture

the structural relationships that define program
behavior.

(ii) Encoder—Decoder models

Encoder-decoder models incorporate syntactic
information, primarily through ASTs. TreeBERT

encodes AST paths and decodes source code via
cross—attention [12], while models such as
SynCoBERT, SPT-Code, and UniXcoder linearize ASTs
into sequences [7]. These approaches capture syntax
effectively but struggle with complex graph structures
such as DFGs and CFGs. CodeT5 extended this line of
work by incorporating identifier—aware pre-training
and a unified encoder—decoder architecture, enabling
both understanding and generation tasks. However,
like CodeBERT, it remains fundamentally limited by its
sequential view of code. The model cannot explicitly
reason about syntactic structure, control flow, or data
dependencies information that human developers rely
on heavily when reading and writing code [5].

(i)  Graph-Based and Multi-View Models

Graph—based approaches explicitly model program
semantics using  ASTs, CFGs, and DFGs.
GraphCodeBERT integrates data—flow information to
improve code understanding [3,6,9], while Code
Property Graphs unify multiple program views and
have been applied to security and program analysis
tasks [11]. Recent work, such as GALLA, aligns large
language models with graph representations to better
capture  structural and semantic  relationships
[1,14,16]. GALLa takes a different approach by
learning explicit alignments between AST structures
and language model representations, showing
improvements in structural reasoning tasks. However,
this work focuses primarily on syntax and does not
address control flow or data dependencies [1,14,16].

3. Methodology

The proposed methodology as shown in Figure 2
aims to address the limitations of current code
understanding models by unifying multiple structural
representations of source code specifically, ASTs,
CFGs, and DFGs into a single, comprehensive CPG as
shown in Figure 1. This unified graph is designed to
capture the full spectrum of syntactic, semantic, and

113

control-flow information inherent in code, which is
often missed by models that focus on only one
structural view. The approach begins by parsing
source code into its respective AST, CFG, and DFG
components, each of which encodes different aspects
of program logic: ASTs provide hierarchical syntactic
structure, CFGs represent possible execution paths,
and DFGs illustrate data dependencies. These graphs
are then merged into a multi-relational CPG, where
each edge type (syntax, control, data) is explicitly
annotated. A hierarchical graph encoder processes
this CPG using type-specific attention mechanisms,
allowing the model to learn nuanced relationships
across different structural modalities.

[ Adapter ]

0

Type-Specific
Attention
J LLM

1 ‘

Multi-Stage
Protocol

Hierarchical
Graph Encoder

1

Unified Code
Property Graph

\ J
A

[ ]

) (=)

Figure 1: Multi-graph code understanding model workflow.

To integrate these rich structural embeddings with
pre—trained large language models (LLMs) like
CodeBERT, a parameter—efficient adapter layer is
introduced, projecting the graph—-based features into
the LLM’s latent space without requiring architectural
changes. The training protocol is multi-stage: it
begins with pre—training the graph encoder on graph
reconstruction and masked node prediction tasks,
followed by contrastive learning to align graph and
textual representations, and concludes with fine—
tuning on downstream code understanding tasks such
as summarization, search, and generation. This
methodology not only enhances the model’s ability to
reason for complex code semantics but also ensures
compatibility and scalability with existing LLM-based
frameworks, providing a more holistic and effective
solution for automated code intelligence [8].

The proposed architecture presents a
comprehensive framework for multi-task code analysis
that integrates multiple graph representations to
enhance model performance across code
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summarization, generation, and search tasks. The
pipeline begins with the OGB-Code? dataset, which
serves as the primary data source containing Python
method definitions represented as AST [9][10].

The Joern static analysis tool is employed to extract
three complementary graph representations from the
source code: AST capturing syntactic structure, DFG
representing variable dependencies and data flow
relationships, and CFG modeling program execution
paths.

These heterogeneous graph representations are then
unified through a CPG extraction process, creating a
comprehensive  multi-layered representation that
preserves both syntactic and semantic information.
The unified CPG serves as input to the model building
phase, where separate but related neural architectures
are constructed for three distinct tasks: code
summarization for generating natural language
descriptions, code generation for producing code from
specifications, and code search for retrieving relevant
code snippets.

The multi-task learning approach allows the model
to leverage shared representations across tasks during
the training phase, potentially improving generalization
and performance. Finally, the trained models undergo
comprehensive evaluation using task—specific metrics
to assess their effectiveness across all three code
analysis domains [11][12].

S o (@ Model Building
u Code2 | om0
"’g ] m qm)
e
\ Code Generation Code Search )
L )
ooo
—p
== | >>>>
Graphs
Extraction
CPG
Unified
[ —

Figure 2: Overview of the proposed multi-graph architecture
for code analysis tasks. The framework leverages the OGB-
Code?2 dataset and employs the Joern tool to extract multiple
graph representations (AST, DFG, CFG) which are unified
into CPG for training models on code summarization, code
generation, and code search tasks.

Algorithm 1: Hierarchical Multi-Modal Code

Representation Learning

Input: Code snippet ¢, Labely, Task T

Output: Prediction ¥

1: Procedure PROPOSED_MODEL (c, v, T)

// Part 1: Structural View Extraction and Unification

2. CPG < GENERATE_CPG(c) // Use Joern to extract
method—-level graph

3: AST, CFG, DFG < EXTRACT_GRAPHS(CPG)

4: G < MERGE(AST, CFG, DFG) // Unified
representation

// Part 2: Hierarchical Encoding Phase
5: h_graph < HIERARCHICAL_GRAPH_ENCODER(G)
6: h_text < ROBERTA_BACKBONE_ENCODER(c)

// Part 3: Cross—Modal Feature Fusion
7. h_fused <« ADAPTER_LAYER(h_text, h_graph) //
Latent space projection

// Part 4: Task—Specific Inference
8; if T € {"summarization", "generation"} then
9: ¢ < TRANSFORMER_DECODER(h_fused, y)
10: else if T = "search" then
11: h_query < ROBERTA_BACKBONE_ENCODER(y)
12: ¢ < SIMILARITY_SCORE(h_fused, h_query)
13 end if
14: return ¥
end procedure
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4, Experimental Setup

This section details the experimental configuration
and methodology used to address the proposed
research questions (RQs).

(i)  Research Questions

RQ1: How does the integration of multiple code
structural representations (AST, CFG, DFG) into a
unified graph enhance the performance of code
understanding models compared to single—structure or
text—only baselines?

RQ2: Can a unified graph—-based approach
effectively capture both syntactic and semantic code
relationships to improve code search and natural
language code retrieval tasks on large—scale, real-
world datasets?

RQ3: What are the trade—offs in terms of
computational efficiency and model complexity when
employing a merged graph structure (AST+CFG+DFQG)
in transformer—based code models, and how can
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these be optimized for practical deployment?

(i)  Benchmark Datasets

We evaluate our approach using projects from the
0OGB-Code?2 dataset, a large—scale benchmark from
the Open Graph Benchmark designed for graph—based
code understanding tasks [8]. The dataset consists of
over 450,000 Python method ASTs extracted from
more than 13,000 GitHub repositories, where the task
is to predict method—-name sub-tokens from the

corresponding ASTs. OGB-Code? provides
standardized splits, evaluation metrics, and public
leaderboards, enabling fair and reproducible
comparisons across models [15]. To validate

generalizability, we utilize the CodeSearchNet dataset,
a prominent multi-language benchmark containing
many code—documentation pairs [19]. Spanning six
programming languages (Go, Java, JS, PHP, Python,
Ruby), it serves as a robust testbed for cross—domain
semantic understanding. Our evaluation focuses on
the Python subset to maintain parity with OGB-Code?2
while testing the model's ability to handle diverse
coding styles and repository structures common in
broader open—source ecosystems.

(i) Baseline

We adopt GraphCodeBERT as the baseline model,
which enhances code understanding by incorporating
DFGs to model variable dependencies [9]. Unlike
AST-based approaches, GraphCodeBERT captures
semantic relationships through DFGs and integrates
them into a Transformer using graph—guided masked
attention. It is pre—trained with edge prediction and
structure—code alignment objectives, achieving strong
performance across multiple code intelligence tasks,
making it a suitable and competitive baseline.

(iv)  Performance Measures

To evaluate the quality and effectiveness of models
in software engineering tasks such as code
summarization and code generation, we employ
several established automatic evaluation metrics as
given in Table 1. These metrics provide a standardized
way to assess the accuracy, relevance, and
correctness of generated outputs by comparing them
against ground-truth references.

5. Experimental Results

Before analyzing the specific research questions, we
first verified the stability of our training process. Figure
6 presents the loss trajectories over 5 epochs; both
training and validation losses decrease consistently,

confirming that the  multi-graph  architecture
generalizes well to unseen data. Based on this stable
convergence, we proceed to evaluate the model's
performance on the three downstream tasks. Based on
the quantitative evaluation presented in the
accompanying figures, the proposed multi-graph CPG
architecture demonstrates robust performance across
all three evaluated tasks, significantly outperforming

the baseline on both the OBG-Code2 and
CodeSearchNet datasets.
Table 1: Demonstrate the performance metrics to

evaluate the effectiveness of the model

Metric Description
Measures precision of n—gram overlap
BLEU
between generated text and reference.
Measures unigram (word-level) recall
ROUGE-1 gram )
between candidate and reference.
Measures bigrams  recall between
ROUGE-2 . <
candidate and reference.
MRR Measures the rank of the first correct
answer.
ROUGE-L | Measures longest common subsequence
Measures whether relevant items are
Recall@k ) :
retrieved in the top—k results.
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RQ1: In the code generation task as given in Figure 3,
the proposed model achieves exceptional results on
the OBG-Code2 dataset, securing a ROUGE-1 score
of 0.95 and ROUGE-L score of 0.97. This strong
performance is consistent on the CodeSearchNet
dataset, where the model attains a ROUGE-1 score of
0.91 and ROUGE-L score of 0.94. These high scores
indicate a substantial degree of semantic overlap
between the generated code and reference
implementations across both benchmarks. While the
BLEU scores remain moderate (0.34 for OBG-Code2
and 0.30 for CodeSearchNet), reflecting the precision—
oriented nature of the metric, the ROUGE-2 scores
(0.66 and 0.62, respectively) demonstrate reasonable
bigram-level alignment. The gap between ROUGE-1
and ROUGE-2 scores suggests that while the model
captures individual tokens effectively, maintaining
exact phrase—level precision remains a challenging
objective.

The code summarization results as shown in
Figure 4 exhibit a remarkably similar performance
pattern. On 0OBG-Code2, the model achieves a
ROUGE-1 score of 0.96 and a ROUGE-L score of
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0.95, alongside a BLEU score of 0.33 and ROUGE-2
score of 0.65. Similarly, on the CodeSearchNet dataset,
the model maintains high performance with a ROUGE-
1 score of 0.92 and ROUGE-L score of 0.91. This
consistency across both generation and
summarization tasks indicates the model's robust
ability to capture semantic relationships in both
directions—effectively translating code to natural
language descriptions and vice versa.

For code search given in Figure 5, the model
demonstrates strong retrieval capabilities on the OBG-
Code? dataset with Recall@1 (0.84), Recall@10 (0.87),
and ROUGE-2 (0.86) scores. The high Recall@1
performance is particularly notable, indicating that the
model frequently retrieves the most relevant code
snippet as the top result. Meanwhile, the strong
ROUGE-2 score in this context confirms consistent
ranking quality across queries. These results
collectively validate the effectiveness of the multi-
graph representation approach in capturing the
semantic code relationships essential for accurate
retrieval tasks across diverse datasets.

Code Generation Performance Metrics
OBG-Code2

ROUGE-1 ROUGE-2 ROUGE-L

m Baseline m Proposed Model

Code Generation Performance Metrics
CodeSearchNet

BLEU

ROUGE-1 ROUGE-2 ROUGE-L

m Baseline m Proposed Model

Figure 3. Comparative evaluation of code generation
performance on OBG-Code?2 and CodeSearchNet datasets.
The proposed model consistently outperforms the baseline,
achieving high ROUGE-1 (0.91-0.95) and ROUGE-L (0.94~
0.97) scores, demonstrating superior structural accuracy in
generating code across both benchmarks.

Ablation Study: To systematically evaluate the
contribution of our multi-graph architecture, we
compare its performance against the GraphCodeBERT
baseline, which relies solely on Data Flow Graphs
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(DFG). This comparison addresses two critical
research guestions: the effectiveness of unified graph
representations (RQ2) and the associated
computational trade—offs (RQ3).

RQ2: The performance comparison between the
single—graph baseline and our proposed multi-graph
CPG architecture reveals substantial improvements
across all evaluated tasks, validating the hypothesis
that a unified structural representation enhances code
understanding.

Code Summarization Performance Metrics
OBG-Code2

BLEU ROUGE-1 ROUGE-2 ROUGE-L

m Baseline m Proposed Model

Code Summarization Performance Metrics
CodeSearchNet

BLEU

ROUGE-1 ROUGE-2 ROUGE-L

m Baseline m Proposed Model

Figure 4. Performance comparison for the code
summarization task across OBG-Code2 and CodeSearchNet
datasets. The multi—graph approach exhibits strong semantic
capture, vyielding ROUGE-1 scores of 0.92-0.96 and
ROUGE-L scores of 0.91-0.95, significantly surpassing
baseline metrics in generating natural language descriptions.

In Code search performance, the GraphCodeBERT
utilizing only DFG, often struggles to capture the full
structural context of code. In our evaluation on the
OBG-Code?2  dataset, the baseline achieved
a Recall@1 of 0.69 and Recall@10 of 0.67. In sharp
contrast, our multi-graph model, which integrates AST,
CFG, and DFG, demonstrates significantly superior
performance with a Recall@1 of 0.84 and Recall@10
of 0.87. This represents a relative improvement of
approximately 21.7% in top—1 retrieval accuracy.

While  GraphCodeBERT's DFG-only  approach
effectively captures data dependencies ('where-the—
value-comes—from"), it misses the explicit syntactic
hierarchy provided by ASTs and the execution flow
logic contained in CFGs.

Our results indicate that incorporating these
complementary structures allows the model to better



KCSE 2026 M| 283 X115 (2026 5=

align natural language queries with code snippets,
bridging the semantic gap that single—graph models
often fail to cross.

Code Search Performance Metrics
OBG-Code2

ECALL@1 RECALL@10 ROUGE-2

m Baseline ™ Proposed Model =

Code Search Performance Metrics
OBG-Code2

RECALL@1 ROUGE-2

RECALL@10

m Baseline m Proposed Model =

Figure 5. Code search retrieval results on the OBG—-Code2
dataset. The proposed model demonstrates robust retrieval
capability with a Recall@1 of 0.84 and Recall@10 of 0.87,
verifying the effectiveness of the unified graph
representation in retrieving relevant code snippets.

For Generalization to Generation and Summarization,
the advantages of the multi-graph approach extend
beyond retrieval. In code summarization, our model
achieves a ROUGE-L score of 0.95, significantly
outperforming the baseline's 0.76. Similarly, for code
generation, the proposed model attains a ROUGE-L
score of 0.97 compared to the baseline's 0.79. These
consistent gains across disparate tasks—retrieval,
summarization, and generation—confirm that the
unified CPG representation provides a more robust
and versatile understanding of code than the DFG-
only baseline, which was primarily optimized for tasks
like clone detection and code refinement.

RQ3: A critical concern with  multi-graph
architectures is the potential for prohibitive
computational overhead. To address this, we

guantitatively analyzed the efficiency of trade-offs, as
summarized in Table 2.

Training Overhead: Constructing and encoding the
unified CPG does introduce a computational cost. The
total training time for the proposed model was 18.2
hours, compared to 12.5 hours for GraphCodeBERT—

an increase of approximately 45.6%. This increase is

Loss Curve
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1:0 1:5 2.‘0 2‘.5
Figure 6: Loss curves for training and validation over 5
epochs. Both curves show a steady decrease, indicating that
the model is learning effectively and generalizing well to the

validation data without signs of overfitting.

attributed to the larger graph size and the complexity
of the graph neural network layers processing the
fused AST, CFG, and DFG nodes.

Memory and Inference: The unified representation
results in a longer average context length (410
tokens vs. 180 tokens), which directly impacts memory
usage. Our model requires 9.8 GB of GPU VRAM,
compared to 6.2 GB for the baseline. Inference
latency also increases from 45 ms to 62 ms per
sample.

Table 2: Demonstrate the computational efficiency and

structural complexity averaged across the three
evaluation tasks

Efficiency GraphCodeBERT | Proposed
Metric (DFG) Model (CPG)
Model 125M 125M
Parameters

Training  Time 12.5 Hours 18.2 Hours
(Average)

GPU Memory 6.2 GB 9.8 GB
(VRAM)

Inference 45 ms 62 ms
Latency

Avg. Context 180 Tokens 410 Tokens
Length

17

Efficiency—Performance Trade-off: While the proposed
model incurs higher computational costs, the trade-off
is justifiable for applications prioritizing accuracy.
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The ~22% improvement in Recall@1 and ~25% gain in
ROUGE-L scores come at the cost of a 37% increase
in inference latency. Importantly, the model parameter
count remains identical (125M) because the graph
encoding is handled via input transformations rather
than adding significant layers to the transformer
backbone itself. This suggests that the multi-graph
approach is a viable solution for high—performance
scenarios where improved accuracy outweighs the
moderate increase in resource consumption.

The quantitative analysis reveals that the multi-graph
CPG model outperforms GraphCodeBERT's single—
graph baseline by approximately 25% in terms of
relative improvement on code search tasks. This
substantial performance gain validates the hypothesis
that combining multiple graph representations provides
more comprehensive code understanding than single—
graph approaches. The improvement is particularly

significant considering GraphCodeBERT was designed
to be more efficient than AST-based approaches by
avoiding "unnecessarily deep hierarchy", yet the multi-
graph approach overcomes this efficiency trade-off
while delivering superior results across multiple
evaluation metrics and tasks.

6. Threat to Validity

While the proposed approach demonstrates strong
performance, several limitations remain. First, the
graph extraction process was optimized for the
specific structural characteristics of the OBG-Code?2
and CodeSearchNet datasets. The generalizability of
these gains to programming languages with
fundamentally different syntax or dynamic features
(e.g., Lisp, Ruby) remains to be fully verified [14][15].
Additionally, static analysis—based graph extraction
can struggle to capture dynamic behaviors such as
run—time control flow, reflection, or metaprogramming
patterns, potentially missing important semantic
information [15]. Finally, the complexity of processing
heterogeneous multi-graph structures introduces
optimization challenges. As noted in the efficiency
analysis, the increased context length and graph
density lead to higher memory consumption, which
may constrain deployment on resource—limited edge
devices [16].

7. Conclusion
This study introduces a unified CPG representation
that synergistically integrates ASTs, CFGs, and DFGs
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for neural code understanding. By evaluating this
architecture on the OBG-Code2 and CodeSearchNet
datasets, we demonstrated that our multi-graph
approach consistently outperforms the single—graph
GraphCodeBERT baseline. We observed significant
gains in Recall@k for code search and ROUGE scores
for generation and summarization, confirming that
synthesizing multiple graph modalities captures richer
syntactic and semantic relationships. Our efficiency
analysis reveals that while this enhanced expressivity
comes with a moderate increase in training time and
inference latency, the substantial performance
improvements justify the cost for accuracy-critical
applications. Future work will focus on optimizing
graph pruning technigues to reduce computational
overhead and extending the evaluation to a broader
range of programming languages.
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Selective Integration of Large Language Models with Ensemble Machine Learning for
Cost-Efficient Just-In-Time Defect Prediction
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(Department of Software Engineering, Jeonbuk National University)
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Abstract

Just-In-Time (JIT) software defect prediction aims to identify defect-inducing commits at commit time [1]. Still, it
faces a critical trade-off: traditional machine learning (ML) is efficient but lacks semantic understanding. At the same
time, Large Language Models (LLMs) offer deep reasoning but are computationally prohibitive and prone to
hallucinations on simple code [1]. In this paper, we propose a cost-efficient hybrid framework that selectively
integrates an LLM agent with an ML ensemble. Our approach uses a two-stage decision mechanism: first, an ensemble
of Random Forest, XGBoost, and CatBoost models predicts defect probability using 95 statistical features; secondly,
a hybrid routing layer invokes a code-specialized LLM agent (Qwen2.5-Coder) only for uncertain cases or significant
ML models' disagreement. The LLM performs semantic analysis using the ensemble predictions, commit messages,
code diffs, and SHAP-based feature explanations to resolve ambiguity. Evaluated on 3,738 Python commits, the hybrid
system achieved an F1-score of 0.81, significantly outperforming the optimized ML baseline (F1: 0.79). Sensitivity
analysis confirms robustness across 150 threshold configurations. By restricting LLM analysis to 27.1% of commits,
the framework reduces computational costs by 72.9%. Furthermore, our approach utilizes a zero-shot, context-
augmented reasoning strategy that eliminates the need for expensive LLM fine-tuning. These results demonstrate that
selective integration is both quality-enhancing and highly practical: the ML layer filters noise while the training-free
LLM agent resolves complex edge cases through on-the-fly semantic reasoning.

Keywords: Just-in-time defect prediction, Large language models, Machine learning, LLM agents, Software
Engineering.
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1. Introduction

Software defects are inevitable in modern
development, with studies showing that 5-50% of
commits introduce bugs [1,2]. Just-In-Time (JIT)
defect prediction addresses this by identifying
potentially buggy commits at commit time, allowing
developers to conduct targeted code reviews and
testing before defects propagate to production [1,2].
Traditional JIT approaches use machine learning
models trained on commit metrics (e.g., lines changed,
files modified, developer experience) and achieve F1-
scores ranging from 0.30 to 0.70 across different
datasets [3]. However, these approaches struggle with
semantic understanding, where ML models rely on
quantitative features but cannot reason about code
logic, design patterns, or bug-prone constructs [4].
Recent Large Language Models (LLMs) like GPT-4,
Claude, and CodeL.lama demonstrate remarkable code
understanding capabilities, achieving high accuracy
on code analysis tasks [5]. However, applying LLMs
to all commits is computationally expensive and
impractical for real-time JIT prediction, as some
commits can exceed model context lengths, LLM
inference takes significantly longer, and many
commits are obviously clean or buggy based on simple
metrics [6,7]. This study investigates the synergy
between statistical machine learning and semantic
reasoning through three paths: the accuracy of hybrid
defect detection, the cost-efficiency of selective model
deployment, and the wvalidity of confidence-based
routing mechanisms. We introduce a context-enriched
two-stage hybrid architecture that strategically routes
ambiguous commits from an optimized ML ensemble
to a code-specialized LLM agent. Crucially, we
introduce a training-free reasoning strategy that
leverages SHAP-augmented context to achieve
superior accuracy without the need for task-specific
LLM fine-tuning. Evaluated on a balanced dataset of
3,738 commits, the hybrid system achieves an F1-
score of 0.81, a 2.8% improvement over ML baselines.
On a smaller 200-sample subset, the hybrid approach
(F1 0.75) outperforms both the ML baseline (F1 0.72)
and a Pure LLM approach (F1 0.57), proving the
effectively suppresses hallucinations on
statistically clear code. Additionally, selective
integration yields a 72.9% reduction in computational

router

latency while maintaining exceptional performance
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stability across 150 configurations, offering a scalable,
robust solution to cost-efficient JIT defect prediction.

2. Related Work
2.1 Just-In-Time Defect Prediction

Early JIT defect prediction work [1,3] used commit
metrics (lines added/deleted, number of files,
developer experience) with traditional ML models
(Logistic Regression, Random Forest). These
approaches achieve Fl-scores of 0.30-0.45 on
benchmark datasets. Recent work applies deep
learning to JIT prediction: DeepJIT [8]: CNN on
commit messages and code changes, CC2Vec [9]:
Hierarchical attention network, JIT-Smart [10] using
CodeBERT [11] combined with expert features for
line-level localization. However, these methods still
struggle with semantic understanding of code changes,
reasoning about design patterns and anti-patterns, and
uncertain predictions where models lack confidence.

2.2 LLMs for Code Analysis

Large Language Models (LLMs) have significantly
advanced the field of software engineering through
robust code understanding and bug detection
capabilities. Foundational models, such as CodeBERT
and CodeT5+ [12], have established the efficacy of
pre-training on code-text pairs and encoder-decoder
architectures. Meanwhile, general-purpose models
like GPT-4 [13] and specialized variants, like

CodeLlama [14], have pushed the boundaries of code

generation. In the realm of quality assurance,
researchers have leveraged these models for
vulnerability detection (LLM4Vuln [15]) and

automated code review (CodeReviewer [16]).
However, pure LLM approaches are often hindered by
practical constraints, including high operational costs,
significant latency, and the tendency to over-analyze
code changes [17]. To address these

inefficiencies, hybrid systems such as Frugal GPT [18]

trivial

and LLM Routing [19] have emerged to optimize
performance by cascading tasks from smaller to larger
models based on difficulty. Despite these
advancements in selective model application, no prior
work successfully integrated machine learning and
LLM agents without training for Just-In-Time (JIT)
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Figure 1. Hybrid just-in-time software defect prediction framework overview

defect prediction with an explicit focus on cost-
performance optimization.

3. Approach
3.1 Overview

Our hybrid framework combines the computational
efficiency of statistical learning with the deep
semantic reasoning of Large Language Models (LLMs)
through an automated triage mechanism. As illustrated
in Figure 1, our framework processes each commit
from the target codebase by first extracting 95
engineered features (commit metadata, code metrics,
and history). An ensemble of three gradient-boosted
decision tree models (Random Forest, XGBoost, and
CatBoost) then buggy
probability score (P,) and ensemble disagreement (o).

computes an average
A hybrid decision layer validates these outputs against
empirically robust thresholds: it accepts high-
confidence predictions (P, > 0.80 or P,; < 0.30) only
when model consensus is high (o < 0.15). These
statistically clear cases bypass the LLM entirely,
returning the ensemble result with SHAP explanations
to minimize latency. Commits falling within the
uncertainty zone or  exhibiting  significant
disagreement (o > 0.15) are routed to a zero-shot,
context-augmented LLM agent. Unlike traditional
approaches requiring fine-tuning, this agent utilizes
the commit message, code diff, and SHAP-based
feature importance to perform on-the-fly semantic
reasoning. The final output is a definitive prediction, a
natural language explanation of the root cause, and
actionable recommendations. The complete decision
logic is formalized in Algorithm 1. For each commit,
the system first feeds the extracted numerical features
into the trained ensemble of ML models. The ensemble

computes the average buggy probability P, (line 1)

o
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and the standard deviation ¢ across the individual
model predictions, which serves as a reliable indicator
of prediction disagreement and uncertainty. A
lightweight decision gate (line 4) then evaluates two
complementary conditions: whether P, lies outside
the
disagreement o remains low. When both conditions

uncertainty interval and whether model
hold, the framework confidently adopts the ensemble
prediction, returns it together with the corresponding
SHAP explanations, and bypasses the LLM entirely to
minimize latency and cost (line 5). Otherwise, the
commit is routed to the LLM agent (lines 6-7). The
agent receives the commit message, the full code diff,
the ensemble probability P, and the detailed SHAP
values, then performs deep semantic reasoning to
produce the final output (line 8): a definitive binary
prediction (buggy/clean), a clear natural language
explanation of its reasoning, and a practical code fix

suggestion for the developer when appropriate.
3.2 Machine Learning models

In this study, we selected three models based on their
outstanding performances on repeated tests: XGBoost,
CatBoost, and Random Forest. The models were
trained using numerical features in the training set of
the dataset, then tested on the test set. To leverage the
complementary strengths of our three base models, we
construct an ensemble predictor through simple
averaging using equation (1), which empirically
outperforms weighted schemes and stacking
approaches while maintaining interpretability. Each
base model produces a probability estimate p; € [0,1]
representing the likelihood that a commit introduces a
defect, where higher values indicate higher bug risk.
The ensemble probability is computed as the
arithmetic mean of individual predictions, treating all
models equally to avoid overfitting to validation data.
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1
Pensemble = 5 (pRF + PxcB + pCAT) (1)

We additionally compute the standard deviation from
equation (2) across the three predictions to quantify
model agreement, where low variance (0<0.10)
indicates consensus and high variance (c>0.15)
signals uncertainty requiring deeper analysis. This
agreement metric was proven crucial for our hybrid
decision layer, as commits with high disagreement
often require semantic understanding beyond
statistical patterns.

0= J%Zl(pl - pensemble)2 (2)

3.3 Hybrid Decision Layer

The hybrid decision layer serves as the intelligent
routing mechanism that balances prediction accuracy
against computational cost by selectively invoking
LLM analysis only when ML models demonstrate
uncertainty or disagreement. Our routing strategy
operates on two key insights from preliminary analysis:
first, ML ensemble predictions exhibit strong
reliability at extreme confidence levels (>80% or
<30%), achieving 95%+ accuracy when models agree;
second, the intermediate probability range (40-70%)
and cases with high model disagreement (o > 0.15)
represent fundamentally ambiguous scenarios where
additional semantic reasoning significantly improves
outcomes. The decision layer evaluates commits using
a hierarchical rule set that prioritizes computational
efficiency: commits with very high ensemble
confidence (Pepsemble = 0-80 Or Pepsemple < 0-30) receive
instant rule-based predictions, as do commits with
<

moderately high confidence ( 0.70 < Pensemble
0.80 or 0.30 < Ponsempie < 0.40 )
accompanied by strong model agreement (¢ < 0.10),

when

collectively comprising up to 85% of all commits. The
remaining commits are routed to our LLM agent for
detailed code-level analysis. This design ensures that
LLM inference is reserved for genuinely ambiguous
cases where the marginal accuracy gain justifies the
computational overhead. The thresholds (0.80, 0.70,
0.40, 0.30) and agreement threshold (o = 0.15) were
calibrated through grid search on a held-out validation
set to maximize F1 score while constraining LLM

o
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usage below 20%. Unlike binary confidence

thresholding used in prior work, our dual-threshold
approach with agreement modeling captures the
nuanced relationship between prediction uncertainty
and the potential value of deeper analysis, effectively
creating a confidence gradient where the likelihood of
LLM invocation increases smoothly with prediction
ambiguity.

3.4 Rule-Based Decision

For high-confidence commits, the system bypasses
LLM analysis entirely and generates predictions
through a lightweight rule-based mechanism that
directly translates ML ensemble outputs into final
predictions with minimal computational overhead.
This fast path operates on the principle that when ML
models exhibit strong confidence and agreement,
additional semantic analysis provides diminishing
returns while incurring significant latency and cost.
The rule-based decision simply applies a threshold to
the ensemble probability: commits with Pepsempie =
0.5 are classified as buggy, otherwise clean, with the
ensemble probability itself serving as the confidence
score. To maintain consistency with agent-based
predictions and support unified downstream analysis,
the rule-based path constructs a structured output
object identical in schema to LLM outputs, including
auto-generated reasoning text that explains the
decision in terms of ML confidence and model
agreement. The reasoning incorporates the top-3
SHAP features with positive contributions to provide
interpretable justification, ensuring that even fast-path
predictions include actionable insights for developers.
By encoding domain knowledge into improvement
suggestions based on prediction type, the rule-based
path recommends careful review and additional testing
for high-risk commits or standard review processes for
low-risk ones, delivering production-ready outputs in

under 100ms. This design ensures that the
overwhelming majority of commits receive instant
predictions without sacrificing the structured,

interpretable output format required for integration
with development workflows, while the hybrid layer
dynamically adapts to route genuinely ambiguous
cases to more expensive LLM analysis.
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Table 1. Model evaluation results

Approach F1 Score Precision Recall Accuracy AUC
Hybrid 0.8076 0.8688 0.7544 0.8801 0.9475
Ensemble 0.7856 0.8455 0.7335 0.8665 0.9446
CatBoost 0.7856 0.8341 0.7424 0.8649 0.9430
XGBoost 0.7821 0.8253 0.7432 0.8620 0.9417
Random Forest 0.7719 0.8533 0.7047 0.8612 0.9378

3.4 LLM Agent

For commits routed to deep analysis, we employ a
zero-shot, context-augmented reasoning strategy
utilizing Qwen2.5-Coder [20]. To overcome the
hallucination risks inherent in pure LLM approaches,
our agent anchors its semantic analysis in the
statistical insights provided by the ML layer. Instead
of relying solely on code diffs, we construct a hybrid
prompt that synthesizes the commit message and code
changes with the ML ensemble’s probability score,
predictions and SHAP feature explanations. This
design creates a cognitive synergy: the ML probability
serves as a statistical prior to calibrate the LLM’s risk
assessment, while the SHAP values highlight specific
risk factors (e.g., abnormal file churn or author
history), effectively directing the LLM’s attention to
the most critical parts of the code. This context-aware
prompting forces the model to reconcile semantic
logic with statistical evidence in a single inference
pass. It also reduces the LLM’s tendency to overfit to
superficial code patterns. The agent returns a binary
defect prediction, confidence score (0-1), natural
language reasoning of the key risk factors identified,
and improvement suggestions.

4. Experimental Setup
4.1 Research questions

RQ1: Can the selective integration of an LLM agent
with an ML ensemble improve JIT defect prediction
accuracy compared to standalone approaches (ML-
only and LLM-only)?

RQ2: What is the cost-performance trade-off between
uniform LLM deployment and confidence-based
hybrid routing?
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RQ3: How robust is the hybrid framework to
in routing thresholds, and does the
identify

variations
confidence-based mechanism reliably

commits requiring semantic analysis?

Algorithm 1 Hybrid JIT Defect Prediction

Parameters:

* E:Random Forest, XGBoost, CatBoost

e LLM: LLM agent with prompt templates

Input:  C: commit (hash, features, message, diff, metadata)

Output: R: result (prediction, confidence, explanation, recommendation)
Begin

1 P_ml « E.EnsemblePredict(C.features)

2 o0 < StandardDeviation(P_ml)

3

4 if(P_ml<0.3ORP_ml>0.8) ANDo <0.15

5 return RuleBasedDecision(P_ml, SHAP(C))
6 else

7 R_llm « LLM.Analyze(C, P_ml, SHAP(C))
8 return R

9 endif

Algorithm 1. Hybrid just-in-time defect prediction
4.2 Training and Evaluation Setup

For this study, we utilized the temporal split
(jit_bug_prediction/time) component of the Defectors
dataset [21], large-scale Python defect prediction
benchmark comprising commits from popular open-
source  repositories. It  partitions  commits
chronologically to simulate real-world scenarios
where models predict defects on future commits that
were not seen during training. The machine learning
algorithms were trained on 95 features derived from
commit data, code changes, structural, and software
metrics. Our LLM agent used Qwen2.5-Coder-14B
(via Ollama [22]) with a temperature of 0.1 and a
32,768-token context window. We conducted three
evaluation configurations: a main evaluation on a
balanced subset of 3,738 commits (1,246 buggy, 2,492

clean; 33.3% bug ratio) for hybrid system performance,
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Table 2. Approaches performance comparison

Approach F1 Score Precision Recall Accuracy
Ensemble 0.7219 0.8841 0.6100 0.7650
LLM 0.5730 0.6235 0.5300 0.6050
Hybrid (Ours) 0.7485 0.9014 0.6400 0.7850

a comparison of hybrid, ML-only and LLM-only on a
smaller subset of 200 commits (100 buggy, 100 clean),
and a sensitivity analysis across 150 threshold
configurations varying high confidence between 0.70
and 0.90, low confidence between 0.20 and 0.40, and
model disagreement between 0.08 and 0.20 to assess
robustness to hyperparameter selection.

4.3 Performance Measures

We used 5 standard metrics: accuracy, precision, recall,
Fl-score, and AUC. Additionally, we measure hybrid
system efficiency using LLM usage percentage (3),
where LLM usage percentage (Urzuy) represents the
fraction of commits requiring LLM analysis, Acommits
the number of commits analyzed by the LLM, and
Teommirs the total number of commits. And using cost
savings metrics (4), where cost savings (Csaing)
represents the complementary fraction resolved by
instantaneous rule-based decisions (Rgecisions)-

Uy = (Aﬁz:::i:) % 100 ?3)
_ Rdecisions
Csaving B (Tcommits) * 100 (4)

Table 3. Error type distribution among evaluated models

Model FP FN Total
Hybrid 142 306 448
Ensemble 167 332 499
CatBoost 184 321 505
XGBoost 196 320 516
RF 151 368 519

4.4 Baselines

We evaluate against four baselines: Random Forest
(RF) with 100 estimators, providing robust baseline
performance through variance reduction; XGBoost
with a learning rate of 0.1 and a max depth=6, widely
adopted for its superior performance on imbalanced
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defect prediction tasks, CatBoost with ordered
boosting and specialized categorical feature handling;
and ML Ensemble, which averages the probability
outputs of RF, XGBoost, and CatBoost to leverage
their complementary strengths. All models use
identical 95 engineered features and train-test splits.
The ML ensemble serves as our primary baseline,
representing the strongest pure machine learning
approach. Individual models additionally serve as
ablation baselines to quantify the contribution of
ensemble averaging.

5. Experimental Results
5.1 RQ1: Selective LLM integration performance

The comparative evaluation reveals a clear
performance hierarchy where the Hybrid system
consistently outperforms both individual ML models
and the ensemble baseline. Table 1, presents the
comparative evaluation on the balanced test set (3,738
commits). Among ML approaches, CatBoost achieves
the highest individual performance (F1=0.7856). The
ML Ensemble, matches this performance while
achieving the highest AUC (0.9446), demonstrating
through  model
combination. The hybrid system achieves the best
a +2.8%

improvement over the ML ensemble baseline. The

effective  variance reduction

overall performance with F1=0.8076,

Hybrid approach surpasses all ML baselines by
breaking the traditional precision-recall trade-off: it
simultaneously reduces false positives by 15.0% (142
vs 167) and false negatives by 7.8% (306 vs 332),
Table 3. The necessity of selective integration is most
starkly illustrated in our comparison experiment on the
200-sample subset. As seen in Table 2, the Pure LLM
approach yielded a surprisingly low F1-score of 0.57,
primarily due to the fact that it was not fine-tuned for
the task leading to a high rate of hallucinations on
statistically simple clean commits. In contrast, the
Hybrid system achieved an F1 of 0.75 on the same
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subset, outperforming both the Pure LLM (+17.6%)
and the ML Baseline (F1=0.72). This result
definitively validates the synergy hypothesis: the ML
layer effectively filters out the noise that confuses the
LLM on simple tasks, while the LLM successfully
resolves the semantic ambiguity in the complex edge
cases that the ML models miss. Thus, the improvement
is not merely incremental but structural leveraging
each modality for its comparative advantage.

Hybrid [Ours)
(F1=0.81)

F1-Score

~._ Pure LLM
“{F1=0.57)

‘|
@ MLBaseline

= Pure LLM

Hybrid (Ours)

100
Computational Cost (Normalized %)

Figure 2. Approach cost-efficiency
5.2 RQ2: Cost-performance trade-off

The hybrid system establishes a superior cost-
performance equilibrium that dominates both single-
modality approaches. By leveraging the confidence-
based routing mechanism, the system restricts
expensive semantic analysis to only 27.1% of the
dataset. While the Pure LLM approach requires
approximately 60 seconds per commit for inference,
the Hybrid system processes the vast majority (72.9%)
of commits via the ML fast-path in under 100ms.
Consequently, the total processing time for the
balanced test set dropped from an estimated 62.3 hours
(Pure LLM) to just 16.9 hours (Hybrid). This massive
efficiency gain does not come at the expense of
accuracy; rather, as shown in Figure 2, the Hybrid
approach delivers the highest Fl-score (0.81) at a
fraction of the cost. Considering our 10,000-commit
test set, evaluated using Claude API pricing (~$0.02
per commit at ~3,000 input tokens and ~800 output
tokens). Pure LLM deployment would require 10,000
API calls costing approximately $210, whereas the
hybrid approach requires only 2,710 calls costing
$57—a direct saving of $153 on a single evaluation
run. Furthermore, because our agent is training-free,
we avoid the substantial up-front GPU costs associated
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with fine-tuning deep learning models making the
system economically viable for continuous integration
environments.
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Figure 3. Sensitivity analysis
5.3 RQ3: Sensitivity and Routing Validity
5.3.1 Sensitivity analysis

To address concerns about threshold sensitivity, we
conducted a comprehensive analysis across 150
configurations by varying high confidence between
0.70 and 0.90, low confidence between 0.20 and 0.40,
and model disagreement between 0.08 and 0.20. As
shown in Figure 3, F1 scores remain remarkably stable
across all configurations: mean F1 = 0.8118, standard
deviation = 0.0040, with a total range of only 0.0149
(from 0.8043 to 0.8192). This low variance (c < 0.01)
demonstrates that the reported performance gains are
not artifacts of threshold overfitting but reflect genuine
architectural benefits of selective LLM integration.

5.3.2 Routing Validity

To illustrate the framework's synergy, we analyze a
representative false positive correction from the
lightning repository (Figure 4). The ML ensemble
incorrectly classified commit 7dbd038 as buggy (64%
confidence) driven by specific keyword features:
SHAP analysis reveals that msg has_fix (+0.18 impact)
and lines deleted (+0.12 impact) were the primary
contributors, as the model over-indexed on the phrase
‘memory leak fix’ and the deletion of a line. However,
the hybrid system, triggered by insufficient confidence
(<80%), performed a deeper semantic analysis of the
code diff. By recognizing that the change was merely
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a dependency version bump (lightning-cloud 0.5.3 to
0.5.6) within a configuration file
(requirements/app/base.txt) rather than a logic
alteration in source code, the LLM correctly identified
the commit as a safe maintenance update, overriding
the ensemble’s keyword and statistical biased
prediction. This demonstrates how the hybrid
architecture effectively uses ML signals to flag
potential risks while relying on LLM reasoning to
filter out semantic hallucinations.

lightning-ai/lightning

7dbd838: Bump lightning cloud for memory leak fix

ML BASELINE HYBRID AGENT

BUGGY [X] Conf: 64% CLEAN [OK]

Top 3 SHAP Features (Drivers| '
P Q X Verdict: Corrected
Foaturs Impact  Context (See toxt for ful

sg has Tix +0.18

lines deleted

Keyword 'lix’ detected

+0.12 Code removal (1 line)

dev experience +0.09  Auther melrics

requirements,/app/base. txt

59 -1,4 11,4 60
- lightning-cloud==0.5.3

+ lightning-cloud==0.5.6

packaging

Figure 4. Routing validity case study
6. Threat to validity
6.1 Internal validity

Several factors may impact the internal validity of our
findings. First, the sample size for the Pure LLM
comparison was limited to 200 commits due to the
prohibitive computational cost and time required for
full-dataset inference; while this subset was stratified
to ensure representation, a larger-scale evaluation
would provide tighter confidence intervals for the
"synergy" hypothesis. Second, our choice of Qwen2.5-
Coder-14B was driven by the constraint of using a
cost-free, locally deployable model. We acknowledge
that state-of-the-art commercial models (e.g., GPT-4
or the upcoming GPT-5) would likely yield higher
upper-bound performance, though at significantly
increased operational cost. Finally, we employed a 1:2
buggy-to-clean ratio in our test set rather than the
typical 10-15% real-world defect rate. This design
choice was necessary to ensure a statistically sufficient
number of positive samples for fair evaluation within
our restricted computational environment, potentially
influencing the absolute values of precision and recall
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while preserving the relative performance hierarchy
between methods.

6.2 External Validity

The generalizability of our results is limited by several
factors. First, our reliance on open-source repositories
means that the +2.8% F1 improvement may not apply
to specialized domains, such as embedded systems or
some enterprise codebases, which have distinct
commit patterns. Second, our hybrid routing strategy
was optimized for the gwen2.5-coder:14b model and
local consumer-grade hardware; different LLM
architectures or cloud-based API deployments may
yield different performance and cost-saving results.
Third, the effectiveness of our 95 engineered features
depends on the availability of rich Git metadata, which
may be limited in proprietary or incomplete version
control systems. Finally, our focus on commit-level
binary classification limits the applicability of these
findings to broader tasks such as bug localization or
severity prediction.

7. Conclusion

This research presents a hybrid ML+LLM framework
for Just-In-Time (JIT) defect prediction, successfully
merging the efficiency of statistical machine learning
with the semantic depth of Large Language Models.
By employing a confidence-based routing mechanism,
we demonstrate that escalating only 27.1% of
ambiguous commits to an LLM (Qwen2.5-Coder-14B)
allows for the capture of complex logic errors while
maintaining a high-throughput pipeline. Our empirical
evaluation confirms that this synergy achieves good
performance, yielding an Fl-score of 0.807 and an
72.9% reduction in infrastructure costs compared to
standalone LLM deployments. Critically, the hybrid
approach breaks the traditional precision-recall trade-
off, reducing both false positives (-15.0%) and false
negatives (-7.8%). The marginal utility of the LLM is
most pronounced in the uncertainty zone, where its
semantic reasoning provides a 10.9% performance
uplift. Although hardware constraints limited our
scope to 14B-parameter models, these results establish
a deployable benchmark for asynchronous JIT
prediction.
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bool func(){
ret = false;
|Mem* p = new Mem(100);| Source
if(p !'= null){
sp.reset(p);
ret = do_something(p);

}
Sink
}
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Category Target True False
CWE-78 cadaver 1 0
CWE-78 libmjpegutils-2.1-0 2 0
CWE-78 libss2 2 0
CWE-78 ncurses-bin 0 1
CWE-120 dcraw 0 1
CWE-120 drawxtl 0 3
CWE-120 elvis-tiny 2 1
CWE-120 gap-guava 1 2
CWE-120 gnuplot 0 1
CWE-120 kbd 0 1
CWE-120 le 0 1
CWE-120 libaudio2 0 1
CWE-120 libdebconfclient0 0 3
CWE-120 maildrop 0 6
CWE-120 mlock 1 0
CWE-120 mpg321 0 2
CWE-120 scm 1 0
CWE-120 sc 2 1
CWE-120 scm 1 0
CWE-120 whois 0 2
CWE-120 zip 0 8
MemoryLeak FastDDS 0 97
Total(22) 13 131
H 1 284 ZE& dxo3
Metric Baseline Ours
Accuracy (72.57%, 19.45)  (82.36%, 6.90)
Recall (79.04%, 88.91) (87.69%, 17.75)
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O #fAle FE Jajm7t 748 X L Semantic IEE MZSIEE,
T BIAE ZMEC} YEISH HHAES NS5, HHEX0l 1 S&S

E0] A HIES ST J2u ZM 2|9 YEof o2 Y=

210 LS £ Qlon], JEE HAER HEkel= IMHOIM X
YEIP UL LLMS| A @R 7t 2y 2{FH0] EMSHTt.

3.2 0f0|ME Fx Jaj= EFM

il

M stFdo=
LM O[0]MEZ}
tCt OO E= 2t
AAR ZAFSHH,
ol% aiZo IC QAE FE™Mozm Adstm SEHC}
AutoCodeRover[4]= OOIMEOA ZEQ| AT FZE 7|HO= 5=
EfM QIE|H|O|AE HSstn, ATER 7|gt ZF IR mel(Spectrum-
Based Fault Localization, SBFL)S Sg&5l0] S 28802 EMSICE
LingmaAgent[5]= =EHI7IEE EZ| EM(Monte Carlo Tree Search,

=
L

od

MCTS) 1zZ|ES Efo E2XQl ez EMg st
OrcalLoca[bl= M=9 7lgh = AIEER 72| 7[8t JX[X|7]

(pruning) HZL|EE Solf B HEIAES X|MS|ISICE LocAgent[7]=
Directed Heterogeneous graphsE AE35t0] CIFgt FE JHA|t
EAE WAHOZ FESINUCE CoSIL[8]2 AtHMO| J2H=ZE A=ste
CHAl LLMO| EfAH TpdoflA 20| M2} Call Graphs SHSE ‘445t,

7HXIX[7] OO|MEE Salf B WekS FustA HMOojYCt.
of #42 NMSHel BMS S8 o oo ZE o/FEY ENE



KCSE 2026 M 28H H|1= (2026

5t

2
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Jziut BENOl £ SEZ It =2 oAt HIE1t AlZto] 2FE|D,
OlO|MEQ| oAAH IpHo| STslo] A AujjLt @F LM A] 22l
Zlctnt 50| o{ECh= A& #=Ct
3.3 =4 7|8t Z718t

olzy 7ldt =7|gt #Ale IC Oj=E 4F EQo| AWMES
Hatete MY 7oz Zg8sittt FE FHo| Este oM T2
22|, o] A2 gt 2IR|Q| 70| o|F Ao e CHE ZE0| O|RlE
ngEnsE 2Mstn 0|8 XESeE S7|stste Ol =Fg %ELCL
CodePlan[9]2 K& MAQ| o|&Y Jef=e A& J2iZE &5t
Z7| HY(seed)ollM AlZfoH FES dh= RISS Aldstn FEIXQ
=3 72lg MMSICh SynFix[10]s =E% AN M-do] Z=§hEl
RelationGraphE 0[&sli LLM2| 2|0|X O[sHE &1, 2/&d Hels
FHot0o] AotEl I E A% X|HE SEEoE Mt
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AL, 2 HIOLL 20E|E o 20| oE A2t Rt B0l
237} HgtHo|Lt.

3.4 A S S5t U

A 7ok X S& WAIR [E T8
GNN(Graph Neural Network)2 E3f ¢l
pHof| Sgteict JeE HHE TETERZ ,
2Eo| TE9| =N ENZ LKNo=E s&st=E MAE galoldt,
CGM(Code Graph Model)[11]2 XM&EA #F9| J2ix HEES LLM
U S0l EGsta, oY EAE self-attention OFAZO| HHESH0]
TFEN H2 SHEAIZICE GALLa[12]= AST(Abstract Syntax
Tree)2t DFG(Data Flow Graph)E GNN2eZ QIZEst & O{HEE
S8l LLM HlY 3ztoll MEAZ|1, 2ch & H2kg S8 ZEg
E|MSISHC}. Graph-LoRA[13]& IHX|e| Hetd HIIE IS APSG
(Attributed Patch Semantic Graph)E H|otst11, GNNSZE FEE
Jefz EZE LoRA B0 ZAgsto] A|fA HESt SESHTY.
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ALE HAXCz 2MSUCt JeiZ HEHE LLMO| Hsh= ZAlo
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Test Adequacy, Category, Reasoning
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def get_system_prompt() -> str:
return """You are an expert software testing analyst specializing in test validity assessment.
Your expertise includes:
- Understanding test intent and specification alignment
- Analyzing code changes and their semantic impact
- Evaluating runtime execution behavior changes
- Distinguishing between implementation changes and behavioral changes

S Al
S,

Your task is to classify unit tests as either "NLT (No-Longer-Testable)" or
"Non-NLT" based on whether they still validate their intended behavior after code modifications.

CRITICAL RULES:

1. Focus on whether the TEST still validates its ORIGINAL INTENT

2. Consider both code-level semantics and execution-level behavior

3. Distinguish between "different implementation” and "different behavior”

4. Always provide clear, evidence-based reasoning

5. Use only the predefined category names exactly as given

6. Base your analysis on comparing before and after states

7. When multiple files are involved, consider their interactions and dependencies

OUTPUT FORMAT (strict):

Classification: [exactly "NLT" or "Non-NLT"]

Category: [exact category name from provided list]
Reasoning: [clear explanation with specific evidence]"""

a3 2. HAE Mg HES 9

NON_NLT_CATEGORIES = {
"Variable Renaming": {
"description”: "Variable names changed but the behavior and logic remain identical.”,
"example": "int count renamed to int total, same computation. ...

b

Edl

3 2]

—

NES

5]

ETE
=t

TEIOE

a3 3.
{ "classification": "Non-NLT",
"category": "Recursion Replacement”,

"reasoning": "The original intent of the test was to validate the functionality of
the Factorial function for negative, zero, and positive inputs. ...

off MA8%l= 7HE|nE] H4

J8 4. 1M S Zat
<H 2>& 128 7§ HAE #Ho[A0 Ozt LLM 9| &7
ZANE FED H B HO|Ct F 128 7 AO|A B 44 M E
TG FHSHH 2[OI0 344%9 TH HEIAZE
7|S5tRACE < A2 5>= 128 7 A O|AL 2/ 2N BEE

StEAZEQO IS EUE =2H)

o =
AZtztet Aoz, UX| 44 7H(34%) 7ZHHIZ| =YX
36 71(28%), =€ X| 39 7H(31%), 7IHILE] 2F 9 7 (7%)=2
LFERGECE,

m UK w7 T2 EYUX WEUK WA DE 0 F
a8 5. H2E Hghd o= 2t
H2LLM 0= At
Type Category | Accuracy

Overloaded Call 50%
Overridden Call 50%
Binding Change 25%

Hierarchy Shift 37.5%

NLT

Condition Change 0%
Output Change 50%

Type Mismatch 37.5%
Call Replacement 50%

Variable Renaming 12.5%

Method Renaming 12.5%
Helper Replacement 25%

Instance Switch 37.5%

Non-NLT

Delegated Call 50%
Recursion Replacement 50%
Order Change 25%

Mediator Adjustment 37.5%
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2 XI/\' 201& D4s DLFL JI=s

| S70F DR 2y ATES ROHHN AR FE
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AZEQN Z& <Xl F=FH(Fault Localization, FL)2 HEole 28 SH=Z &t 012 fdl =2 =22 ss
T2 A 00| YE EF IE A(MY, &%, T3 oope, e Ag D20 A2 Al d322 0l0Xs
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ATEYO|BEEtar sl =)
E 10 RQ1 CHOIM M& 4 ool HIE AH
Line [#Mutants
Selection Per
Ratio Line |Top-1|Top-3|Top-5| MFR |p-value
100% 52.7] 98.3[123.4]  29.9[ 1.0000
90% 51.7] 96.7[122.3] 30.7] 0.5536
80% 51.0| 96.4[120.8| 30.0| 0.5967
70% 50.7| 92.5[117.4| 31.4| 0.0750
60%| o 49.3| 91.3[118.2| 33.1| 0.0495
50% 47.4| 87.7\114.0| 34.4| 0.0027
40% 45.9| 87.2[111.8| 32.9| 0.0004
30% 42.6| 83.8(108.9| 36.7| 0.0000
20% 42.3| 84.3[111.1| 38.6| 0.0000
10% 43.2| 86.6112.8] 40.8| 0.0000
&4 (Defects4J)0 Al  EMA  HRE  Sol ESEEHFO
JolEetels S Eot= A0l 2 M9 HAQ|C.

H OB O20IEeE BOoIM M4 oM 2ol Hde
HIZ'0ICH. 2 2E 2tolofl Oial B0l 248 +8ols A2
OiHet HIZ=2 ZMAIIIERZ, HAM0l JtHE SBFL(OChlaI)
ML EE JIELZ ctos FEEH 0lF &% N%Y
ctolgts HHOIM MA HALZ HESCZM :“ HRIE
HMeHMOZ Hetol HAE AY 34X52 2E6H(H,

S HN Ii20iHeE ‘2telg BOIM M4 Ji4’0IC
SEE 2 A 2ol CHoll MA& = 2OolMel +E
ZE0tH NS MOSL. JIE A12=01 299 H+E
HFPE AW 2o, 2 dz HOM H+E HAHESZ
=A0tH DLFL 220 ®20/st IHE = stsote O ZRSt
EA8t0 HOIM =& T&ot A &

3.2 ZEAXNFE JEL A M

CIOoIEAS sE4=8t OtLidt FE9 FYEE =0/
flof, JIE DOLFL HRUM AEZE Al F=2 J|gt
SZ&(SBFL, MBFL) 20l 2 ¢IUMAN === &GN
KIotot= ‘ST(Stack Trace) Zeld S&'s FIIstCh g
282 2 AZ0M Jhgst s =79 HA Pes=
TSI COIHA 44 Al =22 MEEC
3.2.1 A8 EQY0|A(ST) 2L SH

2 s Hdd RE9 S5 4= A% stot)| fld,
AH ongxe CHY Hag +Xss ST s SIS
HAH Z==2 HOStCE

AR eSS T2 U84 38 A 2Mots A
Edi0la HEE Y UM &=0otH, Sol zat S gol
elPle 2 AXDE 2 LEE A0l EHHSG, 2
Az 0lHet o1Zte O FelAEsS Edd BE0l &5
lss gHe Hgd EXdoz AAGIULL 2 RE 2tolg
ST 2y Edg=2 Al HAE &g A ZMcle AH
EdiolA BEE HIgez s &0 HAECO
STRelevance(s) =

1 ; 2
—distance(s,f)
max — Xe
fEstackTrace(P,s)(pOSltlon(f) +1 )
e 349 =R 4 Rias U3 2L
o stackTrace(P, s) T2 1 PHAN LAst AEH EY0lA

=, chol 52 =98 & Wl EMote Zdese &g
e position(r): MY T Lo X (HAT T2 000,

o2 Z+8 14 =II)

o distance(s, )} A2 DS 2tol g9 BISQY TYHY At
te2l= AH 2ol #s 29 Jiel

g 342 HEY TIg NE(EFAH Zy)ne
Ael(position) ot I+, Dl Zy ol XN&ste 2E
AXe 2|elHCZ oFE+=(distance) =2 IIEXIE
PO0HotEE AAZUAC 22 AAUM EH=E==2 Herst ST
ey S22 BHHY 28 2YE AZFHoZF HHYSH,
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H 2:RQ2 ‘ctold BOIM M4 " Ad 2 8 1: RQ3 ‘A EgolA 24 S& AE 2
Line [#Mutants FL Accuracy Comparison
Selection Per 50%
Ratio Line Top-1 |Top-3 |Top-5| MFR |[p-value
100% 10| 52.7] 98.3]123.4]  29.9] 1.0000 459
10{ 50.7| 92.5| 117.4 31.4| 0.0750 9\?40‘&‘
9| 49.8| 93.6| 1194 31.3| 0.1977 : i
8| 49.1| 936| 1188) 313| 01533 @ 3%
7| 48.8| 94.0| 117.6 30.5| 0.1286 3 30%
70% 6 509 93.2| 1194 31.2| 0.1836 2
° 5| 497| 921| 116.4|  31.2| 0.0753 25%
4| 50.6| 94.5| 118.6 31.3| 0.1024 20%
3| 48.6| 93.1| 118.3 31.0{ 0.0792 i .
2| 48.8| 92.3| 116.0 32.0/ 0.0296 15% X 3 0.5
top- top- op-
il _4%6l 889 1132 328 00015 ZBFL‘MBFL ISBDFL+MBFL‘ST °
Jl& AR E0l Stack Trace H& H®AE FJYOHE
2CE, = AF0Ms 2 4ol I8y S=(crash) 43 It NE ¥ SHE 25
2te] ZHEds g4 & 2ol BHSE JBeZ #X&ot] 2 3= [OHA R=9 A2t S84 U9
S5 SYC=E SEM. ZUNCZE MY I2Y N J|E 2SAX=N HETZ2 TS}
SZS ZFORM, L0l 29 =2F d2udE U= o N2t S84: HOIHA IPERH 2¥ 85 22N
duoth g2 + UES e N0 =2 g9 F A2&& ®H AZHCPU-hours)2 =F5H0l HIE ZEZ
JI040ICk. SUE $XISEHCHL
_ e Top-N: 220 (=& AMT A MK 2t OILHo &K
4, BMN MY 4A4F 28 DCOF BEE 2EO & Jj2E 90IEC
= M= HMot= OOIHA = xH3 SYED ¢ MFR (Mean First Rank): N XIOF Z&e LG 2
MEN SHE ST 2eld SZo a4 2Bl S8 XAGHOF = X B A ZE 2SO W@ &0/
SMXN MY 4F2 JIS6. 2 A8y SHE2 ot X0l AXDF H2AZ2 (K2 E80 =22 90|80,
SHEEL =S¥ =2 =2 AZEYUHM OLFL JIssS TS N2 02 &3 29 Hs5 X0 sHEC=Z
HZoPI0l 2AM, SHE HI03E SHHAM HE2Y ds So|0/&tk &015tI| s Mann-Whitney U TestE 284 5HC}
A1 =& dAgte &6t A SFY JIHEES 2 HANME Q0 AZ 0052 J|Z02 2 AF 249 As
Eolot= O UCH = A2, MBFL =2S0lAM JtE %0l B2 25 AZ=5l0], As M 20 IUE HES
A7t & Defectsd) v1.2.09 5 EZREWHM F==E Matst A ol= % XMO| [}2I0IE Xat2 T8
257009 A 28 HAs 23
. 5. SR A3 A
4.1 93 EZ (Research Questions) 2 Zild=E 4Z0M 28 M ORI H3 2200 @et,
o= dE2 Us M IO g7 Z20 EE2EM oA B NEF TRE2 E§ AE SMX  AIS9|
SEH0/1) Zst OLFL 28 = JI0IEE @il ZUE RBHEL. 2E M ZWE HOIAIQ(2IQ HE
«RQ1 (H0l 2tol M8 HIg): SBFL(Ochial) 2AAEZE HIE 100%, cteld H0IM JHZ2 100H) OiHl Hs H3e e
gtz Hol 24 Uy etels 49 N% (10%~100%)2 EHN 204 J|=02 EIIEAUC
Kste m, ARtel Bt DLFL 229 HSE 2 HIoIEAl
== HIE0 0IX= get= R 51 RQI: B0 M4 C4& 2tel M4 HIE (Target Line
e RQ2 (2toIg BHOIX JH==): 2 ctoled MMst= HOIHS Selection Ratio)
= M (1~100)s ZZe 0, Metel Hsr 2ao AlE 21}, SBFL QAT A% 70%0 BtoIgtg B0 24
dEEs 7= s Ix= gg= RN HaC2 HFs SFS HlolA24 D HIRGH SHEOZR
«RQ3 (A& Eg0l2 2@d): 2 APUM HEE Qogst 45 MEHE 20IN LYUCHp-value = 0.0750). B+t
SJ5t01 Metet AE EOIA(ST) 2¥d SIS & E 19 60% 015 HFSHE FSTI 25| sss
GIOIEIALOI =Dtot= 20l DLFL 229 Z& /Xl F3F OFAN)l DHEEIQICH 0|2 S5 HET 24 20| HOIHA
d=E g0l o= 3% Jltioh=or TE AZEHIBS % 29.8% HAY 4 U= A LH 0
A9 7T0%LS =OIGHAL

42 NE 29 U 28 By

28 2242 4 DLFL #7200 CodeHealer[6]9l #£2 52 RQ2: 2ol BOIK 44 JH4 (Mutant Count Per Line)
HSE8 Multi-Layered Perceptron(MLP)S  AtESHCH oY I 22 RQINIA &% 70% 20l Mel AXE DNHF 5,
Ree PAS0 L= +2 SH(Feature)l W2 SUSH  moiy HA(MES FHGH ST ZV0IC. HOEH 2A
2306t, ot 24S(Hidden Laye)E  HEOIES 2, prolg 39 BOIMSIORE Hl0lARIID SHEHCOR
S =AL HEs +F2 458 |NE + USS LSAUHp-value

48 S¥S s, @M ASE OOIHA IS 5 - 00792). ZZHO=2 H 39 ‘2ol M H[8 70% %
TS S50 % ZE DRIUORLE SBFL, MBFL € ‘aloigt BOIX 3 ZES Safl, HlolAzte Ol HA 7%
ST 284 SIS Nse=2 d=otl S8 HOEHAES A2t 746% (198.2A2>50.4A12) S=dts E N
SHotACt. Java T2 10 B0l 44 T=FZE PlTestE s24S =HEUOH, 0 J0|SoS 0|5 =2 Sw
220 Z0o M2ldE ot SF UL et =g Jja=® 24t @0
W& (Overfitting)2 & XIa)l  flo 10-fold  cross-
validationS ZHEotA20H, 0l =4 ¥ &5 BFY 5.3RQ3: A8 EFO0lA 2N ST 51
HZ2EH R48 D2ot0 &X #3S 5 108 2= et 2 DM AHEHH EHEZ KOS ST A SXO|
= BDUS IS 2UA2 AEoHALL Hs g4 Jl6Es 0 19 JgiEs Sof Yol o
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2 3 =2 2I/HA 2ZEH 0

(FT: Failing Tests, PT: Passing Tests, AB: Artificial Bug)
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Line
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3.2
5.4

Avg.
#PTs

57.6%
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50 31.9

50 20.9
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Algorithm 1 Phase I 7] A2 g+
Require: profiling metrics M, Limits L, config C', max_states
1: explode <+ (M.active_peak > C.peak_ratio - max_states) V
(M.growth_rate > C.growth_hi)
2: cost — (M.step_pressure
(M.avg_ast_nodes > C.ast_hi)
3: stallish < (M.coverage_rate < C.coverage_lo)
: Choose (ko,boundp) by explode and clamp to [L.kmin,L.kmaz],
[mezny L~bmaz]
: Choose (bytesp) by cost and clamp to [L.bytesmin, L.bytesmaz]
. if stallish and explode and cost then
ko < max(L.kmin, ko — 1)
boundg < max(L.byin, |0.5 - boundp |)
end if
: return initial policy (ko, boundp, byteso)

> C.pressure_hi) \%

I

SIS AN

—_

A=z A4

Algorithm 2 Phase II

Require: snapshot S, policy (k, bound, bytes), config C, Lim-
its L, max_states
1: explode < (S.growth_rate > C.growth_hi) V (S.active >
C.peak_ratio - maz_states)
2: cost < (S.step_pressure > C.pressure_hi) V (S.avg_ast_nodes >

C.ast_hi)
3: stall <+ 2| C.stall_steps step S A 17 7|2 EE
50] 98

4: if explode then

5: k < max(L.kpmin, k — 1)

6: bound <— max(L.byin, [0.5 - bound))

7: end if

8: if cost then

9: bytes < min(L.bytesmaz, bytes + C.bytes_step)
: end if

: if stall then

k < min(L.kmaa, k + 1)

bound — min(L.bmaz, bound + C.bound_step)
bytes <— max(L.bytesmin, bytes — C.bytes_step)
Promote top-n states from deferred to active

: end if

: return updated policy and decisions

Ul
4o
rlo g

31 deferred Ol A /el
CH3 stepoll A A A&
chg 3} Zo] ol g}
1)
* LoopCut: bound <— max(bp,in, | 0.5 - bound)])

N i

* BranchCap: k + max (K in, k —

* Concretize: bytes < min(bytesqaq, bytes + A)
g8} 73Ale the 3t 2o] Hejgitt
 BranchCap: k + min(kqz, k + 1)
* LoopCut: bound <— min(b,, 4., bound + Ayp)
* Concretize: bytes < max(bytesmin, bytes — A)
« 54 deferred® A 9 F4 AEH n7}E active 2 o] F
7stel S817t 22 wepold SA0] 2718 W 4 9
°Bg A& NS LA AoE NA 48 o, A
7t Zro|H &3tE A& dRE HEHY. 2F oetog =
Limits 9| & A|statct.
3.5 1A YAz 2 HEE metolE
E Ao M= Phase /Il YAIG T AEZ whetn|E S 1A
R ARSI B 1= AFES 72 A S A Aot
AL AP Aol A 21 v]&, A N2 g +22 5
A= ol A deigtet, 5t A|SHE Hejol| A A IS 27

o
Hl

151

A2ZEQo{ZEEads =27)
10 JAG L HEE Y mhetalE.
Parameter Value

10.0 (23 24 e Z2713)

0.05 (step 18] B+ 28 A7 %)
002 (23 371 {712 &5 4)
0.8

4096 (=& %)

50 (step 4*)

growth_hi (growth_rate)

pressure_hi (step_pressure)
coverage_lo (coverage_rate)
peak_ratio (23 A8 Tt} 712 H] &)
ast_hi (2 AST 7|&)

stall_steps

bytes_step (A) 8 (H}o]E)

bound_step (Ap) 4 (RH= 314

promotion n (deferred—active) 4 (3= )

3= off THH] heur @] 7 &Fo] 2 A HSIR] 22 Felslich
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F2: QEAA A 3F 108 W A}
Mode gen  coverage throughput time  peak
cJSON
off base 4.724 7.663 9.536 216.0
heur heur 6.699 29.775 6.735 120.0
inih (v2)
off base 0.877 4383 45747 202.0
heur heur 3.692 18.455 10.854 147.0
tinyexpr (v2)
off base 1.141 5.513  36.956 211.0
heur heur 2.886 12.545 15945 156.0
52 ZAx
200 heur= Al th Lol B4 AE) 35 23
HA A2 AR S ZHAIGT. cJSONOIA & 227

o Z7 527} gasion, Ave A E 87 571,
inih(v2) M = M) 2ok Ao A2 At BAJo] B2
Hrtt. tinyexpr(v2) GA] FAFSH TS HO]UE] w2 2|7} 5
7}tk

o] A= th33 Zo] A 4
o]l = BranchCap X} LoopCut©] &l
3 A3} 5L oo o W2 step=
A] z7]—§ 0]0‘]7“"4' A :r"ﬂoﬂ
deferred A FEIE 54l &

g o] Ar 2] A] W 7]°1?lﬂ}.
53 98 22 9 3

2 A3 2 0hA] 3F3} --max-steps200 ©] 2= A|HE of|4to]]
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o
Hl

152

e
I

|m
2
oL
o
o
-
o
rir
Mo

step_pressure®} avg_ast_nodes & TAFITH. solver W&
NTE A Az )8 2R o Aust 2T 4 9
ot opReto 2 AAIZGI 54 4 n 2 Sto|Hutetn| g

e =

S oy ol Y Fr. Z2I3 E4o| met AFoR
BAste wie 35 w2 Yo,

6. 22

£ A o4k AoF A2 Aol q B2 Fuksk A2 &

) ma oA A g

7] %‘lﬂ%]'}\él, A8 F A 7PN E 75%]'?_‘:4' T3t deferred
HE 5 522 5o A Al 9N gopy e B, oF
AT 3F AQolN FelAE e B4 A mas
A A A A AR =S 7i A RS

ZAEH

[1] C. Cadar, D. Dunbar, D. Engler, KLEE: Unassisted and Automatic
Generation of High-Coverage Tests for Complex Systems
Programs, OSDI, 2008.

[2] N. Stephens et al., Driller: Augmenting Fuzzing Through Selective
Symbolic Execution, NDSS, 2016.

[3] Y. Shoshitaishvili et al., angr: A Platform-agnostic Binary Analysis
Framework, (project), https://angr.io/.

[4] cJSON project, https://github.com/DaveGamble/cJSON.
[5] inih project, https://github.com/benhoyt/inih.

[6] tinyexpr project, https://github.com/codeplea/tinyexpr.
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Graph Generation Method for Preserving Bytecode Semantics

Minha Kwon®, Yongbean Chung, Seungwook Jung, Dahun Jeong, Jaechang Nam
Handong Global University

o
22 Java HIOIEDE AIMES RE2 AADED} 2NE SHUANE RE6H 24 oz S UL,
L JI& HAFAE2 HIOIEZEE thEst E2 AFAZ0 MHelote, T2 18| A Q08 Z28ote
YHN 2t2 MO &5 ¥ UI0IE =4S 2tstChe SHHDE QUCH 8t sZEsle JdE 24 TRER2
ee =2t HS(RSZ2 HEts HIUA Y HI0IEZEQ 1NKE 168 %(Hex) HEE Adlol=
SHIF =WSCH 010l 2 H3= BCELY WALAS Z&ot0 HIOIERZ=2| 1684 |E HEQ 9 0I2A
TXZE SA E&ote M2 JcH= M4 IS MeHsHCH
1.KH 2 2E HIOIERCSIH 1A HaE 1684(Hex) /0l H2S
Z4lote SHE XCH5]. Sootlt ASMIt 22 dMSHQI
Z2 Java BIOIEZEQ 168l JAEHS HES AMESS CHSE 249 HOE <flofl HIOIEZEESE F&stE HHZ2
DY o3RI HOUEUSH, AATEI BME SIUWAME BEst=0, 0 WM AH Hioldel gt dd=E =
ATEQN 240 JbsotCis M0l YSED UCHIL A0S LOHY TS 220t MXH =0 0l ZURO=
ByteToklt 22 XAl JIHE2 HIOIEZEE E25I6I 2E 9 He=ZE E2 3B DZF 72X FBE SE§H2=2 Xalolof
geEoz ZEE2ZM Hioldel =FE0AM |20ist 38E ole 24 Hedd O8N HE0 2 OO =12 QUCH
FEY £ UASS BOHFULCL[1] 0lHE 582 HIE A2 Metd 2 HR0A= 0l2ist s aiAsH)| fI6H BCELD:
SEH2 AE BtgE £ Ul FUA BIOIERE I8 2429 WALAZ &=35l0 162814 HIOIERE FHEBE ZF dolle
548 =0l= Ol J10{ot] ULCH. o0l OHE =& TFE MOtSHt HMetole == 28
Jdeilt Sl HIOIERE AINStE dRE2 R HIOIEZEE JIgte2 MO &8 JHZ (Control Flow Graph,
CIOIEHE ©&= E2 AMFAZ0 FIoIH, 2ATE HIUA CFG), HI0IH =& 1eHZ (Data Flow Graph, DFG), MO
Moz UEREHKN=E R ds4d REds 26t ol=4 e = (Control Dependency Graph, CDG), GlOIH
UCH1]. AAZE YEoMeE HEZE Sol Z2 189 ol=4 1eHE (Data Dependency Graph, DDG)E & &
S&s =2 PXE LAY Y 452 =0l AR[2]0t MMotD M= Hioldel E4 0= 20| S5 ¢4 &
SEAQIXZ, HIOIEDE HEMAM= &3 AIEA D8t Liol S&stlt. S5l 2 AFR0AMeE JIE &3 IEEHE 5
HEHAQO S50 HEaH A= AEHO0ICH Z2 080 AlH A JbXl Al D=2 PEoI™CH M, WALARE XeldtXl 26t=
o0l HEOS LIZ0| OtLl HIdE QO 2HOA LMet2 2, BIOIERZE YHON =F2 OOIEH ¥ MO S&2 BCELSZ
AMNAA 2Fo| st PXH et Mty stHE 22 =50 8ol MLoIH ==oIUCH MW, JIE TF0A 24€ IR
SLCt £Z=0| =4 HEE, HIOIERE HHYWHZ 0IRNHE &
HOIEZE= JHE 3N XIMEBC FEOH 209 HOA $ZOZ SHIAIZCEH Ol0 et M= OIS D= X
SEI UIOIH 2&EH0lcte RIIHC AHE Soll & 2018 S 2to 0|8 2 LXE HZotULH Ol e BIOIEZE
JMEICH3]. Sal HIOIEREE 1T AU dlol =4atst HENWE = =2 25t ot JIE &7 d8 =4
£Z=0| Y| R0, 2 AAEAEEO o™ AR2 27|90 SHE 2222 AT [etA &% HI0IEDE AIESHS
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https://github.com/ISEL-HGU/ByteGraph
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3. Bytecode = MM J|H¥

3.1

2 HIANAE HIOIEZE MHEZRQ ByteGraphZ
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IR-to-Bytecode Offset
Mapping

Jg 1

3.2 24 EXl
2 S 24

|
g0 A

= Fa5H
fIS0ICEH

0

Sl C}

=2 o=/

A

3.2.1 HOIERE Y L=

2 d3= Jd=E -+
S22 Code HHd2 F=
AESHCH O3 12 (1)0lA
QIAM (Offset), LIRY
Hd8E =& S

168 == 24t

[N ox
T
1
W

s2E =xoz

Ol BCEL ctolEd

=, 2 BEHE =3

B

ol
PN

= HioIE

gor 40

I
9
.

o2
O rir- o

ol

]
2
to

g0 gA0

(et

| Y =

4T T

ol
==
—

Fall-through)
m, ATHROW, Select, Iflnstruction)2
AFXH(Operand) Ol JI2E SHEX =4 A
tXIE ZHSHCH ol M2l SE2 HI0IERE WEO
HIOl 2 (Exception Table) dEE EZ5H(}.
l= OAE ZAlote HY<(startPCREH
Ol2ADF Y8 IIsH0| U= 2 HEAHOICH &=
S2{(handlerPC) I XI0IC}.

|X CIOIH &8 XA Y AE
CELE2 &5l 2Z B4 &RC
FCH D2l AEo

Mk A
4B RS AIREH Q01X 24
st [0l

M2 et S0l

2”0l =0

o
gTv

)
c O

X+
(=]

5%

=
=

o

oll
S

W= e D W

ng to

>

U

=
on 2T

H

o =2

o
Wt

=
>..

_|
(@™

2=
B2 R

m}

0x J
ron Ivs)
Qi
ve g M

z
ol

A
=2
S

0

[

>
in 4
H

nr s

80

x

o

[miy
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o= HEAoz, 5EE UOoIeH S8 2A=4 AL
X &+ 5CY.
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4, Case Study

4.1 202

2 HilM=E Mots E3E S
HIOIERE = ZUE  HAI
OlAIZ Inversoft Prime JWTE At
JWTEncoder getinstance HAMES %
SEHEC O 4= Y HMEUAM 2HEO
A2 3tEt 2301 L.

== Json Ol Xt
Z2UE EWHFI| A
2l 29 32
= X
PN

bt
<l et

<]
2+2F
==

OHIAIE

0
9
(]
L

"method" : "getInstance()Lorg/primeframework/jwt/JWTEncoder;",
"nodes" : [ {
"offset" : O,
"hex" : "B2 00 07",
"mnemonic" : "GETSTATIC",
"operands" : "org.primeframework.jwt.JWTEncoder.instance"
oA
"offset" : 3,
"hex" : "C7 00 0D",
"mnemonic" : "IFNONNULL",
"operands" : "-> 0x0010"
FoA
Jg2: =5 = L& FE(JSON)
"edges" : {
"efg" 1 [ {
"spc" : 0O,
"dst" : 3
oA
'spc" 1 3,
‘dst 16
oA
O 3: F&& = AX HEZ(ISON)

[0] GETSTATIC
(B20007)
org.primeframework jwtJWTEncoder.instance

—

[3] IFNONNULL
(C7000D)
-> 0x0010

[16] GETSTATIC
(B20007)

org.primeframework jwt.JWTEncoder.instance

adl

[13] PUTSTATIC
(B30007)

new
orglprimeframework/jwt/JWTEncoder

g l)\
S,
v,
en

[9] DUP
(59)

P org.primeframework jwt.JWTEncoder.instance

e

[10] INVOKESPECIAL
(B7000D)

[6] NEW
(BB0008)

~

.
s,

4

org.primeframework jwt.JWTEncoder.<init>(V

® CFG ® CDG ® DFG ® DDG

8 4 =€ iz 32 A&

422D 24

2 A9 AE WA2Z ANTLR 3.1.3 (Another Tool for
Language Recognition)[8]2 & &GIUCH. ANTLRE =&&t
AH HAD UR2 2J 222 ZEGIH MO &4 230
HEotH, QIHHE AE 2HZ0| BIYHEIE M+&E2 =2clH
HOIEH &8 gototolol =&2| &&= HMSstCh.

ANTLR c2tolE 2l 12002 2eiA, = 16442
HAMEWAM 6,785H2 L=EJF MAGUCH = 12 Ol0 HE
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20,5640 AXQ SHE BOUH=CH 2 HRs === AXE
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SAGIUCH 02 F2(EX)= ZEEOH W =8I EE2It 8o
S2& dX= =Motk LS, ole Holgs =8 20lH
oI X 28t Z=IHEHCE
2 1: 22l&® L o0& AX EA
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2 g0z ¢ ZEE ot LLME Solf HEiHAE Xt M= 7|'H(LLM State_Generate)S H|2t5td,
MAME MEfHAIS cBMC HA| AS 2 Sdff golst F 5584 7Hat 452 W WIKSHCE Simulink O A| 457H
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St ZEZER MYE|= O2 1 ofAl0f CHet e O]
2|AE= CHEaF 20k “[[1, 'start, 2], [2, 'IN_Idle', 3], [3,
'IN_Idle', 3], [3, "[InputTask == 0]: IN_Busy', 4], [4, 'IN_Busy’,
4], [4, "'[TaskTime > Counter]: IN_Idle', 3]]”
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